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Two-dimensional electron momentum spectra of argon ionized by short intense lasers:
Comparison of theory with experiment
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We studied the two-dimensional electron momentum spectra of Ar by femtosecond intense laser pulses with
mean wavelength from 400 nm to 800 nm, to compare with experimental results of Maharjan et al. [J. Phys. B
39, 1955 (2006)]. At the higher intensities we found that the effects of ground-state depletion and laser-focus
volume are very important such that the peak laser field strength is not reached in experiment. The ubiquitous
fanlike stripes in the low-energy electron momentum spectra and the evidence of Freeman resonances in the
experimental data are well reproduced in the theoretical calculations. We emphasize that depletion of the initial
state should be carefully evaluated for ionization of atoms in the tunneling region.
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I. INTRODUCTION

When atoms are exposed to an intense short laser pulse,
the ejection of the electrons can be conveniently distin-
guished into two regions, depending on the laser intensity
and the wavelength, by using the Keldysh parameter [1],
y=vI,/ (2U,,), where [, is the ionization potential of the tar-
get atom and U, is the ponderomotive energy. If y>1—i.e.,
in the multiphoton ionization regime—the liberation of the
electron is understood to proceed through the absorption of
many photons, leading to the above-threshold ionization
(ATTI) peaks in the electron spectra. In this region, the energy
spectra and the angular distributions are often dominated by
complex structures due to the Freeman resonances [2]. Many
experimental electron spectra, in particular of rare gas atoms,
have been carefully studied and examined theoretically
[3-6]. At higher laser intensities, when y<<1, tunneling ion-
ization becomes dominant. The small-y region has been in-
vestigated experimentally in recent years [7—13] but the in-
terpretation of the data appears to be somewhat confusing so
far.

In an early experiment, Moshammer et al. [7] reported
that the momentum spectrum of Ne* along the direction of
laser polarization shows a minimum at zero momentum
when Ne is ionized using a 25-fs 800-nm laser with peak
intensity of 1.0 X 10'> W/cm?. This was considered as a sur-
prise since the tunneling theory predicts a maximum at zero
momentum. Rescattering was suggested as the reason for the
minimum which was in agreement with an earlier classical
calculation [8]. Dimitriou er al. [9] showed that the effect is
caused by the influence of the Coulomb force on the outgo-
ing electrons rather than by the rescattering. Faisal and
Schlegel [10] showed that the minimum can be expected by
discrete photon absorption even in the tunneling region. Fur-
ther experimental results [11-13] show that this minimum
occurs for Ne and He, but not for Ar, suggesting that the
structure of the target atom plays a role.

For single ionization, recoil-ion momentum images and
electron momentum images in principle give the same infor-
mation. However, the latter offers higher resolution. Thus
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more recent studies of single ionization of rare gas atoms
determined the two-dimensional electron momentum spectra.
Initial data by Rudenko et al. [11] show complex structures
in the low-electron energy region. Arbé et al. [14] suggested
that the structures are not from resonances but from the dif-
fraction of the ejected electrons by the Coulomb field of the
core ion. By comparing the two-dimensional electron mo-
mentum spectra calculated using the strong field approxima-
tion (SFA) and from solving the time-dependent Schrédinger
equation, Wickenhauser er al. [15] showed that the low-
energy momentum distributions calculated using the two
models differ significantly. By solving the time-dependent
Schrodinger equation with the same Ar model potential but
artificially turning off the Coulomb potential tails, Chen
et al. [16] concluded that the long-range Coulomb potential
modifies the low-energy electron spectra significantly. With
the Coulomb potential, the two-dimensional electron mo-
mentum spectra exhibit fanlike structures which emanate ra-
dially from the center, while the removal of the long-range
Coulomb potential results in spectra which tend to lie per-
pendicular to the laser polarization direction, in agreement
with the results from the SFA. Chen et al. [16] further
showed that the fanlike structures depend only on the orbital
angular momentum of the initial state and the minimum
number of photons needed to ionize the atom. Interestingly,
the fanlike structure does not depend on the nature of the
atoms except their initial state angular momentum and bind-
ing energy.

Existing theoretical electron spectra for ionization in the
tunneling region have not been directly compared to mea-
surements. It is well known that the ATI electron spectra
depend sensitively on the laser intensities. Experimentally
measured spectra can be compared to theoretical calculations
only after the latter have been integrated over the laser-focus
volume of the gas jet. This means that the electron spectra
have to be calculated at many intensities using very small
incremental steps. In this paper we carried out such studies in
view of the recent detailed high-resolution electron spectra
reported by Maharjan et al. [12].
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Experiment

II. ANALYSIS OF THE THEORETICAL AND
EXPERIMENTAL EJECTED ELECTRON MOMENTUM
SPECTRA

In Maharjan ef al. [12] the two-dimensional electron mo-
mentum spectra from single ionization of Ar atoms have
been measured by laser pulses of durations of 25—-50 fs and
mean wavelengths from 40 to 800 nm, for different laser
intensities. In Fig. 1 the left column shows the spectral
images from their measurements for 640-nm 40-fs laser
pulses with peak intensities of (a) 8.2 10'* W/cm?, (b)
7.08X 10" W/cm?, and (c) 3.94X 10" W/cm? Immedi-
ately there are two obvious questions. First, why are the
spectra in (a) and (b) so similar? In fact, even (c) appears to
be rather close to (a) and (b). Second, why do the electron
spectra show so many structures? In particular, why are ra-
dial stripes fanning out from the center clearly seen in all the
frames? Theoretical calculations from solving the time-
dependent Schrodinger equation show that the electron spec-
tra change rapidly with the peak laser intensities; thus, one
intuitively expects that the electron spectra become feature-
less after integration over the laser-focus volume. In this pa-
per we investigated how the volume integration affects the
two-dimensional electron momentum spectra.

We treat the Ar atom in the single active electron approxi-
mation. The ejected electron momentum spectra for each
fixed peak intensity are calculated from solving the time-
dependent Schrodinger equation. The computational methods
are summarized in the Appendix. In the tunneling ionization
region, the ionization rate is quite large; thus, the depletion
effect should be considered. In Fig. 2 we show the time
dependence of the ground-state populations of Ar in the field
of a 640-nm 10-fs [full width at half maximum (FWHM)]
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FIG. 1. (Color online) Com-
parison of theoretical and experi-
mental electron momentum distri-
butions of Ar by a 640-nm 40-fs
laser pulse with peak intensities
[(a) and (d)] 8.2x 10" W/cm?,
[(b) and (e)] 7.08 X 10'* W/cm?,
[(c) and (f)] 3.94X 10" W/cm?,
and (g) 1.0X 10'* W/cm?.

laser pulse, at different peak intensities. Here we assume that
the temporal dependence of the laser’s electric field is cosine
squared; see Eq. (A2). At the two higher intensities, clearly
the depletion is such that the atom never experiences the
peak field strength since ionization is already nearly com-
plete before the peak field is reached. Thus the peak laser
intensity and the actual pulse durations are irrelevant. For
such a pulse, the laser-focus volume clearly would play an
important role as well.

Let us discuss the laser focus volume effect. We assume
that the gas volume is larger than the laser-focus volume.
Thus the ejected electron signals are the sum of electrons
ionized from atoms within the interaction volume. The ion-
ization yields should be weighted by the volume element at
each intensity. For a peak intensity /,, the electron signal
with momentum p is given by

1

S(P,Io)=Dj0Pz(p)<— %)dl, (1)

0

where D denotes the density of the target atoms in the inter-
action volume, P,(p) is the ionization probability for a par-
ticular intensity of /, and (—%/)dl represents the volume ele-
ment for having the intensity between I/ and [+dl. We
assume that the spatial distribution of the laser intensity is
Lorentzian in the propagation direction (z) and Gaussian in

the transverse direction (p) [17,18]: namely,

2
I()WO e—2P2/W(Z)2

1(p,z) = ) ,

with

023407-2



TWO-DIMENSIONAL ELECTRON MOMENTUM SPECTRA OF...

01 T T T T T
S 005
S
S
(0]
= 0
o
=
(6]
(0]
i -0.05
_0 1 1 1 1 1 1
: T T T T T
> 1 o 4
= A 2x 10" W/em®
S iy
o 08 \‘;‘\ )
o 11
_ 1
o [
o 06 [ 1
© "\"‘ B
w 0.4 \ -
- ° |, 4 x10" W/em?
3 a0\ e
= 02 \ e i
O] 8x 10" W/iem® ‘\ . 6 x 10" W/ecm?
0 1 1 \\-.I.\”_"-J"___L_'
0 5 10 15 20 25
Time (fs)

FIG. 2. (Color online) (Top) Time dependence of the electric
field of a 640-nm 10-fs laser pulse with peak intensity of
8 X 10" W/cm?. (Bottom) Time evolution of the ground-state
probabilities at the intensities indicated.

w(z) =woV1 + (2/z)%,

where w is the 1/e radius of the focal spot and zj is the
Rayleigh range of the focus. The volume element for this
laser beam is given as

Fi% 2011 J;
——d1=m—<—°+2> 0 yar.
al 3 I\71 I

We use the trapezoidal rule for the integration over intensity
with sufficiently small step size for the laser parameters used.

We now return to the experimental data shown in Fig. 1.
The experiment was carried out with a laser pulse of the
duration of about 40 fs and mean wavelength of 640 nm. In
the calculation, we used a 10-fs pulse and then scaled the
electron spectra by the ratio of the total ionization yield of a
40-fs pulse to that of a 10-fs pulse in the volume integration
in Eq. (1). In this scaling the total ionization yield is calcu-
lated using the static field ionization rates in Ref. [19] for
each intensity.

In Figs. 1(d)-1(f) we show the theoretical electron spectra
for the three peak intensities indicated. The theoretical spec-
tra for the two higher intensities look very similar. Likewise,
the experimental spectra at these two intensities are almost
identical. Note that the experimental data shown here are
identical to Fig. 5 of Maharjan et al. [12] but have been
replotted here with the same scaling and color coding as the
theoretical results. Each spectrum is normalized at the maxi-
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FIG. 3. (Color online) Differential intensity dependence of the
low-energy part of the ionization yield (SAw) multiplied by the
volume element for a 640-nm 40-fs laser pulse with different peak
intensities. Minimum number of photons needed to ionize the atom
is indicated on the upper horizontal axis.

mum value and plotted in log scale. For yields that are less
than 1/20 of the maximum, the data were truncated. The
agreement between the theory and experiment for the two
higher intensities looks quite reasonable. At the lower peak
intensity of 3.94X10'* W/cm?, the agreement between
theory and experiment is not as good where the theory pre-
dicts more high-energy electrons. We found that by substan-
tially lowering the peak intensity to 1.0 X 10'* W/cm?, the
calculated electron images are closer to the measured spec-
tra; see Fig. 1(g). Note that the experimentalists deduced the
peak intensities by measuring the laser power, pulse length,
and shape of the laser beam in the far-field region before the
focusing mirror and estimated that the peak intensity is prob-
ably accurate to within about 30%.

Let us analyze the results of the theoretical calculations.
In Fig. 3 we show the differential intensity contributions to
the calculated electron spectra for each peak intensity, in-
cluding the volume element, but only for the low-energy part
where the electron energy is less than one photon energy,
corresponding to momentum less than 0.37 a.u. It is interest-
ing to see that the differential intensity contributions to the
ionization yields for the two higher peak intensities, 8.2 and
7.08 X 10" W/cm?, are essentially exactly identical. Fur-
thermore, in both cases, major contributions to the ionization
yields come from intensities around 2 X 10'* W/cm?, where
v~ 1. Because of the depletion of the ground state, for these
two pulses the intensity near the peak has few contributions
to the ionization yield. Thus while two different peak inten-
sities were used, as far as single ionization of the Ar atoms is
concerned, the two pulses are identical and this explains why
the two spectra in Figs. 1(a) and 1(b) are so similar. In fact,
even at a peak intensity of 3.94 X 10'* W/cm?, the main dif-
ferential intensity region contributing to the total yield is also
about the same. This explains why the calculated spectra at
3.94 X 10'"* W/cm? shown in Fig. 1(f) are nearly identical to
the ones shown in Figs. 1(d) and 1(e). In Fig. 3 we also show
that at a peak intensity of 1.0X 10'* W/cm?, the volume
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FIG. 4. The dominant angular momentum for low-energy ATI
electrons vs the minimum number of photons needed to ionize an
atom from an initial p orbital. Taken from Ref. [16].

effect becomes not significant and the measured electron
spectra can be approximately attributed to a single peak field
strength.

On the upper horizontal axis of Fig. 3, we also indicate
the minimum number of photons, N, that have to be absorbed
for the electron to be ionized, calculated using
N=(1,+U,)/(hw), where o is the angular frequency of the
laser. I, is the ionization potential and U, is the ponderomo-
tive energy, as described earlier. In a previous study [14,16],
it was shown that when the low-energy electron momentum
distributions have stripes fanning out radially from p=0,
these electrons tend to be dominated by a single angular
momentum. In Fig. 8 of Chen et al. [16] the relation between
N and the dominant angular momentum for the low-energy
electron has been empirically established. For completeness
we reproduce the figure for atoms initially in the p state in
Fig. 4. From Fig. 3, for the peak intensities of 8.2 and
7.08 X 10'* W/cm?, most contributions come from the range
of (1-3) X 10" W/cm?, corresponding to N between 11 and
15. From Fig. 4, we read that the dominant angular momen-
tum is 6 for N=11, 13, 15, and 5 for N=12, 14. If the angular
momentum is taken to be 6, seven stripes fanning out from
the center will be expected. That appears to be the case for
momentum around 0.2. For lower momenta, the calculations
show six stripes, which would correspond to angular mo-

Experiment
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mentum equal to 5; see Figs. 1(d) and 1(e). Thus the calcu-
lated results are in accordance with the model prediction of
Fig. 4. In the experimental data, only five stripes can be
clearly identified. Since the positions of the four stripes near
the parallel direction in the experimental data agree with
those in the theoretical ones, we tend to think that the two
stripes near the perpendicular direction are blurred, possibly
from contributions due to double ionization or from the dif-
ferent laser parameters used in the calculations and experi-
ments.

The analysis of the previous paragraph also explains why
the fanlike stripes at low electron energies survive the vol-
ume integration. These structures have been shown in Chen
et al. [16] to be the ubiquitous features of low-energy elec-
trons that see the long-range Coulomb potential of the core
ion. The number of fans changes slowly with the laser inten-
sity (or the minimum number of photons absorbed), such that
volume integration does not smooth out these structures.

Another feature of the momentum images is the appear-
ance of broken circular rings with constant values of momen-
tum p~0.3 a.u—these are Freeman resonances [2]. They
occur only at specific laser intensities—when the energy po-
sition of a Rydberg state shifted by the ac Stark effect is
equal to an integer multiple of the photon energy. For low
laser intensities and long pulses the Freeman resonances are
the dominant features in the spectra and have been exten-
sively studied in the past [3]. For higher peak intensities,
because of the focus volume integration in which a continu-
ous range of laser intensity is covered, Freeman resonances
are easily observed experimentally. In theoretical calcula-
tions like the present one, the chosen intensities are in dis-
crete steps. Thus one has to be careful to make sure that the
intensities where Freeman resonances occur are included in
the calculation. We comment that the normal ATI peaks shift
with laser’s Ponderomotive energy which is proportional to
laser intensity. These ATI peaks are smeared out after the
volume integration and are not observed experimentally.

In Fig. 5 we compare the electron momentum spectra
measured for a 40-fs 400-nm laser pulse with peak intensity
of 1.4 X 10" W/cm? and an 800-nm 25-fs pulse with inten-
sity of 1.94 X 10'* W/cm? with our theoretical calculations.
The experimental data are from Figs. 2 and 3 of Maharjan
et al. [12], but replotted with the same color coding as the
theoretically calculated ones. In the calculation we used a
10-fs pulse for the 400-nm case and a 20-fs pulse for 800-nm

Theory

FIG. 5. (Color online) Compari-
son of theoretical and experimental
electron momentum distributions of
Ar by [(a) and (c)] a 400-nm 40-fs
laser pulse with peak intensity of
1.4X 10" W/cm? and [(b) and (d)]
an 800-nm 25-fs laser pulse
with peak intensity of 1.94
X 10 W/cm?.
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FIG. 6. Differential intensity dependence of the low-energy part
of the ionization yield (SAw) multiplied by the volume element
for a 400-nm 40-fs laser pulse with peak intensity of
1.4X 10" W/cm? (top) and for a 800-nm 25-fs laser pulse with
peak intensity of 1.94X 10" W/cm? (bottom). Minimum number
of photons needed to ionize the atom is indicated on the upper
horizontal axis of each frame.

case. The laser-focus volume effect was treated as in the
640-nm case shown in Fig. 1.

In Fig. 6 we show the differential intensity contributions
to the total electron yield for electrons with energy less than
fhw. Clearly for the 400-nm pulse with peak intensity of
1.4 % 10'® W/cm?, most of the contributions to the electron
images come from intensities near 2 X 10'* W/cm?, where
v~ 1.6. In this case, according to the upper horizontal label-
ing of Fig. 6, it would take six photons to ionize Ar at the
intensity of 2 X 10'* W/cm?. According to Fig. 4, the domi-
nant angular momentum of the ejected electron is 3, and thus
we expect four radial stripes. This is consistent with the the-
oretical calculations. The experimental data do not disagree
with this statement even though the features of the fans away
from the horizontal axis is not as clean. The theory predicts
no electrons coming out at p;=0 for small p. Note that the
vertical line at p=0 in the experimental data is due to the
instrumental arrangement of the detector, not the signal.

For the 800-nm case, the bottom figure shows that contri-
butions to the electron momentum spectra come mostly from
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laser intensities of (1—1.8) X 10'* W/cm?, where 7y is 1.4—
0.8. It will take 15—17 photons to ionize Ar at these intensi-
ties. According to Fig. 4, the dominant angular momenta for
these minimum numbers of photons are 6 and 7. The theo-
retical electron spectra show seven radial stripes fanning out
from p;=0, favoring a dominant angular momentum of 6. In
the experiment, the fanlike structures are less clear. However,
we do see good overall agreement in the positions of the
stripes close to the p; axis and good agreement in other main
features.

Based on the present analysis, let us comment on the ear-
lier experimental data of Rudenko et al. [11] where longitu-
dinal momentum distributions of the recoil ions have been
measured; see Fig. 1 of that paper. For an Ar target, they
reported experimental data for peak laser intensities from
1.5X 10" to 1.5 X 10> W/cm?. By analyzing the volume ef-
fect similar to those shown in Figs. 3 and 6, using the static
field ionization rates, we found that the data for peak inten-
sities from 5X 10" to 1.5X 10> W/cm? are essentially
identical with the peak contribution from 3 X 10" W/cm?,
where y~0.7 (i.e., almost like the two top intensities in Fig.
3). Thus the peak intensity dependence has no meaning and
this also explains why the spectra look so similar in the
experiment. At peak intensity of 1.5X 10" W/cm?, their
data are similar to the projection of the two-dimensional
spectra of Fig. 5(b) on the longitudinal axis. For Ne atoms,
due to its higher ionization potential, the depletion effect
does not become important until at a higher intensity. Ac-
cording to our analysis, the effect of depletion makes the two
highest intensities, 2.0 X 10'5 and 1.5X 10" W/cm?, result
in identical differential intensity dependences. A close ex-
amination of their data showed indeed that the longitudinal
momentum distributions of these two peak intensities are
very similar. At peak intensities of 1.0X 103, 6 X 10", and
4 X 10'* W/cm?, we found that the dominant differential in-
tensity that contributes to the volume integration occurs at
8 X 10, 5% 10", and 3 X 10" W/cm? or with a minimum
of 44, 34, and 28 photons to ionize the neon atom, respec-
tively. A similar analysis for He shows that it is closer to Ne,
but at 1.5X 10" and 2.0 X 10" W/cm?, the differential in-
tensity contributions to the electron spectra are different, be-
cause He has even higher ionization energy.

III. CONCLUSION

We have examined theoretically the laser-focus volume
effect on the two-dimensional electron momentum spectra of
single ionization of Ar atoms in the tunneling ionization re-
gimes. At high peak laser intensities the Ar atom can be
completely singly ionized before the laser pulse is over or
before the peak intensity is reached. For highly focused laser
beams, electrons are collected from regions where the laser
intensities are much smaller than the peak intensity. Together
with the fact that the electron spectra vary rapidly with laser
intensities in general, comparison of experimental electron
spectra with theoretical calculations cannot be made unless
the volume effects are considered. For single ionization of
atoms, we have shown two features in the two-dimensional
electron momentum spectra. One is the well-known Freeman
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resonances. These show more clearly in the electron energy
spectra or in the longitudinal momentum spectra and only in
longer pulses. The other features are the radial stripes fan-
ning out from the zero momentum. These radial stripes are
characterized by a dominant angular momentum over a range
of laser intensities. The dominant angular momentum or the
number of stripes changes slowly with the laser intensities.
This slow variation makes it possible to survive the volume
integration, and they are the main features of the two-
dimensional low-energy electron momentum spectra, as ob-
served in Rudenko ef al. [11] and in Maharjan et al. [12]. On
the other hand, as we have shown here, these experimental
data cannot be compared to theoretical calculations with a
given peak laser intensity, as has been done in previous at-
tempts in the interpretation of these experimental data.
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APPENDIX: TIME-DEPENDENT SCHRODINGER
EQUATION SOLUTION

In this appendix we describe the method used in the so-
lution of the time-dependent Schrédinger equation of a one-
electron atom in a linearly polarized laser field which has
been used to calculate the two-dimensional electron spectra.
Our method differs somewhat from what exists in the litera-
ture.

We consider single ionization of Ar(3p,) by intense short
laser pulses. For the laser parameters used, we expect the
contribution from the 3p,; states to the electron spectra to be
negligible. Within the single active electron approximation,
the time-dependent Schrodinger equation for an atom in the
presence of a linearly polarized laser field, in the length
gauge, can be written as

i%‘l’(r,t) = [Hy+ V)W (r.0), (A1)

where
V(1) = E(t)z

is the time-dependent atom-laser interaction with E(z) the
time-dependent electric field chosen to be
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Tt
E(t)=E cos2<—>cos(wt) (A2)

T
for —r<t= 7 and zero elsewhere. Here E is the amplitude of
the electric field and the laser intensity is given by
I=1€)cE” In Eq. (Al),

1
H0=—§V2+£+v(r) (A3)

represents the target atomic Hamiltonian with v(r) being the

effective potential between the active electron and the core
ion [19]. The Bloch operator,

L : & ) J

=—olr—ry)—
2 M oy

is introduced to make the kinetic operator Hermitian in the

finite range of r=[0,r),]. We solve the time-dependent equa-

tion by using a second-order split operator method,

\I’(t + At) — e—iHOAt/Ze—iV(r+Az/2)Ate—iH0Az/2\P(t)’ (A4)

expanding the wave function by the direct products of dis-
crete variable representation (DVR) basis sets [20] associ-
ated with Legendre polynomials in both r and Z=cos € coor-
dinates. We use the eigenvalues and eigenfunctions of Hj, to
evaluate the matrix elements for the exponents in Eq. (A4).
The probability for transition to a final ionizing state of the
target with momentum p is then extracted by projecting onto
the momentum-normalized continuum states with the incom-
ing wave boundary condition :,Z/;_) ,

2

lim J V(g dr | (A5)

o
— M

P(p) =

We calculate the continuum state wave function ¢, for
r<r), by using the Green’s function G [21],

() = f G(r,r') Ly (r)dr',

where the Green function is obtained by the spectral resolu-
tion as

G(r,r') = E M

y €y~ €

Here €, and ¢,, are the eigenvalue and the associated eigen-
function of the Hamiltonian in the range of [0,ry] in Eq.
(A3), respectively, and e= ’22 represents the ejected electron
energy. The incoming wave boundary condition is incorpo-
rated into the wave function by matching to the continuum
Coulomb wavefunctions at r=ry, through the R matrix [21],
obtaining the S matrix for the active electron and the core
ion. In this procedure, integrations over the spatial coordi-
nates, including the calculations of the matrix elements for
the exponents in Eq. (A4) and the projection in Eq. (A5), are
evaluated by using DVR quadratures efficiently. Similar time
propagation-projection scheme was used in Ref. [22].
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