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Experimental cross sections are reported for the Fe

13+ coronal green line transition 3s°3p ZP‘I’,2

—35%3p ng/z at A5303 A (2.338 eV). The center-of-mass interaction energies are in the range 1.7 eV (below
threshold) through threshold, to 6.6 eV (2.9 Xthreshold). Data are compared with results of a 135-level Breit-
Pauli R-matrix theory. Present experiment detects a strong maximum in the excitation cross section of mag-
nitude 15X 107'% cm? at 2.6 eV. Smaller structures are observed between 3 eV and 6.6 eV, with a maximum
cross section never exceeding about 1.2 X 1071 cm?. All features are due to enhancement of the direct exci-
tation via a multitude of narrow, closely-spaced resonances calculated by the theory, the effects of which are
convoluted by the 125 meV energy resolution of the present experiment. Iron is present in practically every
astrophysical object, as well as being an impurity in fusion plasmas. Present results are the highest charge state
in any ion for which an absolute excitation cross section has been measured.
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I. INTRODUCTION

The 3s*3p 2P{,-3s%3p *P5,, coronal green line
(A5303 A) (2.338 eV) transition in Fe'** is an important di-
agnostic of the solar corona [1-3]. Its abundance and bright-
ness in the cool solar corona (7=2X 10° K) and in active
regions (T=4 X 10° K) has allowed one to use the green-line
transition to map isointensity contours of the polar coronal
and hole structure [4,5], and to map long-term changes in the
coronal structure [6,7]. In general, the lines in Fe¥+—Fel3+
are important diagnostics of ionization balance, electron tem-
perature (7,) and electron density (N,) in different solar re-
gions and features [8,9]. The 35s?3p *P{,~3s3p *P3,, exci-
tation rate also determines the density dependence of the
allowed Fe'** lines near N200 A observed by the EIS spec-
trometer aboard the Hinode satellite.

Coronal observations of Fe!’* apply to gas near 2
X 10° K. At that temperature, kT is =170 eV, so resonance
structure near the 2.5 eV threshold is of modest importance.
Moreover, there are strong contributions to the excitation rate
from protons, and from excitations to allowed levels that
cascade back to the upper state of the A5303 A transition
[10]. The resonance structure near threshold is much more
important in photoionized gas, where Fe!** can be produced
at temperatures k7= 10 eV. Porquet et al. [11] show that
Fe!** formed in photoionized gas strongly constrains warm
absorber models for AGN winds. The Fe!3* line is only seen
in about one-fourth the Seyfert galaxies, and it is not yet
clear whether it is formed in purely photoionized gas or in
million-degree gas mixed in with the photoionized gas [12].
Ferguson et al. [12] also point out the importance of reso-
nances in the cross sections, in particular the factor of ten
differences between cross sections without resonances and
the largest of the cross sections that include resonances. They
find that if the cross sections with the largest resonance con-
tributions are correct, Fe must be, implausibly, depleted by a
similarly large factor relative to Mg, Si, and Ca.
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In order to convert line intensities to actual 7, and N, one
needs both reliable theoretical and experimental data. For
almost all ion species, and for practically all charge states
and transitions, only theoretical data are available, with no
comparison to absolute, or even normalized, experimental
cross sections. Presented herein are first experimental mea-
surements of absolute collisional excitation cross sections for
the 2P,,—*P%, transition in Fe'>*. Comparison is given with
new theoretical results in a 135-level Breit-Pauli R-matrix
calculation for this transition.

The experimental measurements were carried using tech-
niques similar to those used in absolute excitation measure-
ments for the Fe’* coronal red line [13]. The 14.0 GHz elec-
tron cyclotron resonance (ECR) ion source at the JPL Highly
Charged Ion Facility was used, with the SFe!3* jons gener-
ated from ferrocene vapor [dicyclopentadienyl iron,
Fe(CsHs),], and extracted at 13X 7.0 keV from the ECR
source.

II. EXPERIMENTAL DETAILS

Experimental methods, and data acquisition and analysis
methods may be found in Refs. [14-16]. The electron
energy-loss method is used, together with merged beams of
low-energy electrons and Fe!** ions. The distribution of Fed*
charge states from the ECR plasma is mass/charge analyzed
in a double-focusing 90° bending magnet. The resolved Fe'3*
beam is transported and focused into the interaction region
where it is merged with a magnetically-confined electron
beam using a trochoidal deflector. The electrons and ions
interact, and the target excitation occurs along a
20.0+£0.3 cm path length. The electrons are then demerged
from the ions using a second trochoidal analyzer, and their
spatial position and current are measured by a position-
sensitive detector at the exit plane of the second trochoidal
system. Electron and ion beam profiles are measured at four
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TABLE I. Individual and total-quadrature experimental uncertainties in the e-Fe

single measurement at a given energy.
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13+ cross sections, for a

Source of uncertainty

Uncertainty (1o confidence level) (%)

Counting statistics

Form factor

Path length

Electron-current measurement

Ton-current measurement

PSD efficiency calibration

Overlapping elastic contribution

Metastable fraction

Total quadrature uncertainty (at 1.70 or 90% CL)

3.0
6.0
1.0
0.5
0.5
1.5
7.0
4.0
18%

locations along the merged path using vanes with circular
holes that intersect the merged beams at different radial dis-
tances. An electronic aperture [15] is used to discriminate
against elastically-scattered electrons prior to the trochoidal
electron energy-loss analyzer; and retarding grids are used
after the analyzer. Small, remnant background signals from
elastically-scattered electrons which may overlap the inelas-
tic spectrum are accounted for through the use of trajectory
modeling and calculated elastic differential cross sections.
These three features, combined with the velocity dispersion
of the trochoidal monochromator, allow one to carry out
energy-loss measurements at energies from about 0.7X
threshold to approximately 3 X threshold.

The usual relation between experimentally measured
quantities and the excitation cross section o(E) (cm?) at a
center-of-mass (c.m.) energy E is given by

Rge*F
el,I.L

U, U;
o(E) = e

; (1)

Ue—U;

where R is the total signal rate (s7!), ¢ is the ion charge
(dimensionless), e is the electron charge (C), I, and I; are the
electron and ion currents (A) respectively, v, and v; are the
electron and ion velocities (cms™!) respectively, L is the
merged path length (cm), ¢ is the efficiency of the combined
rejection-grid and microchannel-plate detection system (di-
mensionless), and F is the overlap factor between the elec-
tron and ion beams (cm?).

All quantities in Eq. (1) are measured, or in the case of the
particle velocities are known nominally through their accel-
eration potentials. Errors inherent to the quantities in Eq. (1)
are discussed in Smith et al. [17], and individual errors are
displayed in Table I. Knowledge of the fraction of Fe!** ions
in metastable states is important in that excitation events out
of metastable levels are not counted in the rate R, but the
metastable current is counted in /;. Use of the gas-beam at-
tenuation method [18,19] to monitor the metastable-state
fraction would not be reliable in this case. The Fe!** charge
exchange cross sections for ground and metastable states are
expected to be nearly identical, and hence one does not ex-
pect to observe significant “breaks” in the slope of the at-
tenuation curves. However, one is aided by an additional
feature of the JPL beam lines. Using the Kingdon ion trap

beam line, metastable lifetimes of Fe’*, Fel*, and Fe!’*
were recently reported [20]. In the case of the Fe'3* lifetime,
the A5303 A photon was observed as the ions decayed in the
*P§,,—*P{, M1 transition, the *P5,, level having been excited
within the plasma of the ECR source. This emission served
as a convenient diagnostic for the effect of the ECR operat-
ing parameters on the metastable ion current. It was readily
apparent that the greatest photon yield, and hence the great-
est metastable 2P, population, occurred when the ECR was
operated at a low ferrocene pressure (107> Pa, as measured
just external to the ECR plasma chamber). When the fer-
rocene vapor pressure was increased above ~4 X 107 Pa the
photon signal was weak or absent, presumably due to a large
quenching rate of the metastable level. To augment this col-
lisional quenching effect, it was found that a constant flow of
either Ar or N, at =7 X 107 Pa (admitted into the plasma
chamber through an alternate side port) also gave a negli-
gible photon decay rate.

Naturally, there is ion charge-state loss due to charge ex-
change to Fe?* (¢<<13) within the plasma, but several nA
currents of Fe!** could still be maintained. Therefore in all
runs the ECR was operated with a gas buffer load. The coro-
nal green line emission intensity was monitored over several
weeks, at the same time that the Fe!3* lifetimes were being
measured. Finally, similar metastable quenching results have
been observed with Fe''* and S beams, and these results
will be discussed in a separate report.

As to the error estimate due to elastic electron scattering,
since this scattering scales as the square of the ion charge, it
is 169 times more intense for Fe!3* than for O*, for example.
The error in the elastic scattering background (7.0%) is de-
termined by the ability of the electronic aperture to reject the
larger Larmor-radius electrons, the ability of the retarding
grids to reject forward-scattered electrons, and the estimated
error incurred in modeling the remaining high angle,
elastically-scattered electrons using angular distributions
from phase-shift calculations [17]. The error in measure-
ments below threshold is a conservative estimate of the error
encountered in subtracting a small, residual elastic contribu-
tion to the total inelastic scattering. The error bars on the
final data represent 1-5 independent measurements at each
c.m. energy.

The electron energy scale was calibrated at several times
by use of retarding potential difference method with the grids
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TABLE II. Comparison of the present calculated level energies (eV) with spectroscopically-determined
values. The latter are available at the NIST website http://physics.nist.gov.

5 (%
Index Term J Theory (T) Spectroscopic (S) [(1=T/ é); 100]

1 3s%3p 2P° 12 0.00 0.00 0.0
2 3/2 2.18 2.34 6.8
3 3s3p2 P 12 27.53 27.91 1.4
4 3/2 28.40 28.86 1.6
5 52 29.53 30.05 1.7
6 3s3p? ’D 3/2 37.09 37.10 0.03
7 52 37.33 37.38 0.01
8 3s3p2 2§ 12 45.59 4522 -0.8
9 3s3p2 2P 12 48.68 48.17 -1.1
10 3/2 49.69 49.16 -1.1
11 3s23d *D 3/2 59.86 58.67 -0.3
12 52 60.13 58.92 2.1
13 3p% 2D° 3/2 71.21 71.46 0.3
14 512 71.62 71.94 0.04
15 3p> 4s° 3/2 72.89 73.03 0.02
16 3p? 2p° 12 79.75 79.64 0.2
17 3/2 79.77 80.02 0.3
18 3s3p3d *F° 3/2 80.09 - -
19 512 80.24 80.09 -0.2
20 712 80.93 80.83 -0.1
21 9/2 81.88 81.86 -0.02

in front of the position-sensitive detector (PSD). A constant
1.0£0.1 V offset was measured between the nominal cath-
ode bias voltage and the grids cutoff voltage. In addition,
experimental excitation thresholds for transitions in Fe'l*
and S were also used for calibaration. The offset as mea-
sured with the retarding grids, together with the spectro-
scopic energy-onset of the signal were used to fix the energy
scale with a 0.1 eV error. The resolution of the electron beam
(125 meV, FWHM) was comparable to that in previous mea-
surements.

III. THEORETICAL AND COMPUTATIONAL DETAILS

Included in the full Breit-Pauli R-matrix calculation is a
total of 135 fine-structure levels arising from 59 LS terms of
the 3s23p, 3s3p2, 3p3, 35234, 3s3p3d, 3s3d2, 3p3d2, 3p23d,
3s%4s, 3s24p, and 3s%4d configurations. These levels have
been represented by configuration-interaction wave functions
that are constructed by spectroscopic and correlation orbitals.
Accurate description of target wave functions is an essential
part of a reliable collision calculation. The wave-function
calculation has been carried out using the multiconfiguration
Hartree-Fock method and accompanying codes [21]. In this
approach each atomic state is represented by an atomic state
function written as an expansion of the configuration state
functions. These are constructed from one-electron 1s, 2s,
2p, 3s,3p, 3d, 4s, 4p, 4d, and 4f radial functions. Relativistic
effects are allowed by means of the Breit-Pauli operators;

and the J-dependent atomic state functions are written as a
sum over different LS values, which couple to give the total
angular momentum J. The quality of target wave functions
was assessed by comparing computed excitation energies
and oscillator strengths with experimental values and other
calculations. A comparison between present calculations and
spectroscopic results for the lowest 21 levels is given in
Table II. One sees that the calculated values of 19 energy
levels agree with spectroscopic values [22] to better than 1%
on average.

The total wave function representing the collision of elec-
trons with Fe'** for each total angular momentum J and
parity 7 is expanded in the R-matrix basis [23]

Wy =AZ ag @u(r) + > b, (2)
ij J

where ®, are channel functions formed from the multicon-
figurational functions of the 135 target levels that are in-
cluded in the close-coupling expansion, and u; are the radial
basis functions describing the motion of the scattering elec-
tron. The operator A antisymmeterizes the wave functions
and a;;; and by are expansion coefficients determined by
diagonalizing the (N+1)-electron Hamiltonian, performed
once for the entire range of scattering calculation energies.
Included were 18 continuum orbitals for each total angular
momentum J to obtain convergence for the incident electron
energies. Sufficient numbers of (N+1)-electron bound con-
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FIG. 1. Calculated excitation cross sections for the coronal
green line transition in the present 135-level R-matrix formulation
(upper panel), and in the 18-state R-matrix approach [3] (lower
panel). The vertical arrow here and in Fig. 2 denotes the spectro-
scopic threshold for the transition at 2.34 eV. Results have been
shifted by 0.16 V (upper) and 2.34 eV (lower) to agree with the
established threshold energy.

figurations were included in the second expansion to allow
for important short-range correlations. The functions N; are
bound-state type included to allow for short-range correla-
tion effects. The partial collision strengths have been calcu-
lated for J values from O to 25. The collision calculation was
carried out at a very fine energy mesh of 0.0001 eV to de-
lineate the resonance structures. These structures are com-
plex and make substantial enhancements to the cross section.

IV. RESULTS AND DISCUSSION

As in the case of the Fe’* coronal red line, the green line
excitation is dominated by resonances at threshold. These
resonances are too narrow to be resolved with the present
experimental resolution, and hence the displayed, calculated
results are the cross section averaged over these sharp struc-
tures. An expression for the c.m. energy E in terms of the
laboratory energies E, and E; of electrons and ions, respec-
tively, is given in Eq. (2) of Ref. [13]; and the corresponding
equation for calculating the behavior of the energy resolution
in the c.m. as a function of the laboratory electron energy E,
is given in Eq. (3) of that publication.

Results of the 135-level Breit-Pauli R-matrix calculation
are shown in Fig. 1, along with results of the 18-state
R-matrix calculation of Ref. [3]. Both theories have been
shifted in energy to correspond to the spectroscopic threshold
of 2.34 eV for the *P{,—>P5, transition. These shifts were
0.16 eV and 2.34 eV to the high-energy side for the present
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FIG. 2. Comparison of the convoluted 135-level Breit-Pauli
R-matrix results (solid line, present results) and 18-state R-matrix
results (dashed line) [3] with measured absolute experimental cross
sections (solid circles) for the 3523p 2PT,2—3S23]7 2Pg/2 transition in
Fe'3*. Experimental errors are given at the 1.76(90%) confidence
level. This is 18% or less, depending on the number of measure-
ments (1-5) of each cross section.

results and the 18-state results, respectively. (The larger shift
in the 18-state results is because of the use of LS coupling,
and hence the neglect of the energy splitting of the 2pP° fine
structure levels.) Each theory reveals a rich threshold reso-
nance structure. The locations of the resonances are slightly
different, and the 18-state cross section results are approxi-
mately a factor of two larger than those of the 135-level
calculation. The 18-state R-matrix calculation in Ref. [3] was
performed in LS coupling by including the Darwin and mass
Breit-Pauli operators in the scattering calculation. An alge-
braic transformation was then used to obtain fine-structure
collision strength. The effects of intermediate coupling were
considered through the use of the term coupling coefficients
[24]. This approach has two main limitations compared to a
full Breit-Pauli R-matrix calculation. The fine-structure split-
ting of the target terms is neglected, and in the resonance
region, where there are both open and closed channels, only
those components of the term coupling coefficients are used
for which channels are open. Both of these approximations
may have caused significant inaccuracies in the 18-state cal-
culation for Fe'**, for which the spin-orbit interaction is im-
portant. The discrepancies between the two calculations may
also have been caused by the differences in target wave func-
tions.

To compare with experiment, both sets of theoretical re-
sults were convoluted with the electron energy-dependent
resolution of the experiment. A measured electron energy
resolution of AE,=125 meV was used. The convoluted re-
sults of both theories are shown along with the presentex-
perimental results in Fig. 2. The measured cross sections
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TABLE III. Experimental cross sections for the 3s?3p 2P,
—3523p 2P, transition in Fe'**. The experimental error is 18%
(90% CL) or less, depending on the number of measurements at
each energy. The excitation threshold is 2.34 eV.

Energy E (eV) Cross section o(E)(107'° cm?)

1.67 0.34
1.73 0.23
1.75 0.14
2.01 0.01
2.12 0.94
2.15 0.17
2.27 2.83
2.30 2.81
2.32 6.76
2.36 4.24
2.40 9.28
2.45 7.27
2.58 12.8
2.56 7.47
2.62 15.9
2.64 12.2
2.67 133
2.76 11.6
2.77 9.79
2.79 13.0
2.80 4.06
2.82 12.5
2.84 5.06
2.90 592
292 2.07
2.95 1.57
2.97 1.27
2.98 1.34
3.06 0.81
3.11 0.99
3.19 1.10
3.42 0.22
3.55 0.46
3.64 0.87
3.70 0.33
3.78 1.29
3.89 0.92
4.16 1.14
4.29 0.78
4.40 0.03
4.50 0.48
5.00 0.02
5.03 0.68
5.27 0.87
5.37 0.21
5.98 0.39
6.40 0.24
6.62 0.76
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and the c.m. energy are listed in Table III. The convolution
has averaged the sharp threshold resonances into a broader
peak centered at 2.4 eV (18 state) and 2.6 eV (135 level). It
is seen that experiment and theories confirm the strong reso-
nances at threshold. The measured peak of 2.7+0.1 eV is in
good agreement with the theoretical range 2.4-2.6 eV, con-
sidering the error in experimental energy scale and uncer-
tainty in the location of the maximum cross section. In addi-
tion there are theoretical uncertainties due to the type and
number of bound and continuum orbitals, and the description
of electron correlation and relativistic effects. As noted ear-
lier [13] differences of the order of 0.2 eV (0.015 Ry) have a
negligible effect on the effective collision strengths often
used in astrophysics, as collision strengths involve integra-
tion over a large energy interval. There is also evidence in
the experimental data and both theoretical results of the
weaker shoulder at 2.6 eV (18 state) and 2.8 eV (135 level
and experiment).

The results of Ref. [3] are higher than both experiment
and present calculation. One sees that the peak of the energy-
convoluted 18-state cross sections [3] is a factor of 4.2 above
experiment; and a factor 2.4 above the present calculation.
This difference is consistent with the discrepancy in the iron
abundance in Seyfert Galaxies (the so-called “Iron Conun-
drum”) [12]. The results of Ref. [3] gave an (improbable)
under-abundance of the Fe density (relative to that of Mg, Si,
Ca, etc.) by a factor of about ten relative to solar abundances.
The present experimental data, supported by the 135-level
results, would predict an iron abundance that is now about a
factor of 2.4 below solar, which is more reasonable.

The present results represent the first experimental data on
excitation cross sections in Fe'**, and the highest charge
state for which an absolute excitation cross section has been
measured. Iron is present throughout the universe, in stars,
our Sun, and in the interstellar medium. It is also a signifi-
cant impurity in high-electron temperature plasmas such as
the tokamak, the Joint European Torus, and the upcoming
International Thermonuclear Experimental Reactor (ITER).
As such, the present experimental and theoretical approach is
directed to measuring absolute excitation cross sections for
low-lying transitions in a Fe charge states up to the limit of
the ECR production (14+ to 16+), covering the c.m. energy
range from threshold to approximately 3—5X the threshold
energy.
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