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A recent advance in the theory of the contracted Schrddinger equation (CSE), in which only the anti-
Hermitian part of the equation is solved, permits the direct determination of ground-state two-electron reduced
density matrices (2-RDM’s) that yield 95%-100% of the correlation energy of atoms and molecules [D. A.
Mazziotti, Phys. Rev. Lett. 97, 143002 (2006)]. Here we discuss in detail the anti-Hermitian contracted
Schrodinger equation (ACSE) and its comparison to the CSE with regard to cumulant reconstruction of
RDM’s, the role of Nakatsuji’s theorem, and the structure of the wave function. The ACSE is also formulated
in the Heisenberg representation and related to canonical diagonalization. The solution of the ACSE is illus-
trated with a variety of molecules including H,O, CH,, NH,*, HF, and N,, and potential energy and dipole-
moment surfaces are computed for boron hydride in a polarized double-{ basis set. The computed 2-RDM’s
very closely satisfy known N-representability conditions.
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I. INTRODUCTION

Because electrons are indistinguishable with pairwise in-
teractions, both energies and properties of electronic quan-
tum systems can be computed by the contraction (or integra-
tion) of the many-electron density matrix onto the space of
two electrons, known as the rwo-electron reduced density
matrix (2-RDM) [1,2]. In 1951 Coleman considered at a con-
ference at Chalk River whether the energy could be varia-
tionally optimized as a functional of only the 2-RDM rather
than the N-electron wave function [1-3], and in 1955 Mayer
proposed a 2-RDM approach to electronic structure calcula-
tions with an illustrative computation of a quantum gas [4].
Coleman [3], Mayer [4], Tredgold [5], Coulson [6], and oth-
ers [7,8] soon realized, however, that a realistic variational
calculation could not be performed without imposing non-
trivial and at-the-time unknown constraints upon the 2-RDM
to ensure that it is representable by an N-particle wave func-
tion. In a 1963 paper by Coleman these constraints became
known as N-representability conditions [3]. Despite the chal-
lenge of N-representability, which for many years stymied
2-RDM calculations, two complementary approaches for the
direct calculation of the 2-RDM have recently emerged: (i)
the iterative solution of the contracted Schrodinger equation
on the two-particle space [9-34] and (ii) the variational cal-
culation of the ground-state energy as a 2-RDM functional
constrained by N-representability conditions [33,35-56].

Contraction (or integration) of the N-electron Schrédinger
equation onto the space of two particles yields the contracted
Schrédinger equation (CSE) [9-34,57,58]. By itself the CSE
cannot be directly solved for the 2-RDM because the equa-
tion depends upon not only the 2-RDM but also the 3- and
4-RDM’s. In 1993 Colmenero and Valdemoro proposed re-
moving the indeterminacy of the CSE by building (or recon-
structing) the 3- and 4-RDM’s as approximate functionals
the 2-RDM [9-11]. Nakatsuji and Yasuda [13,14] and Mazzi-
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otti [15-17,19,23] employed Green’s function theory and cu-
mulant theory, respectively, to improve the 3- and 4-RDM
reconstruction from the 2-RDM. Mazziotti [15] utilized early
work by Rosina [59] to demonstrate that there is a one-to-
one mapping between the ground-state 2-RDM and each of
the higher RDM’s, and Nakatsuji [15,58] showed that, if the
RDM’s are N-representable, there is a one-to-one mapping
between the solutions of the CSE and the Schrodinger equa-
tion. Calculations with the CSE were performed on a variety
of atoms and molecules [11,13,25,26] as well as spin systems
[15-17,23].

The solution of the CSE provided the first direct calcula-
tion of the 2-RDM without the wave function, and it moti-
vated the development of variational 2-RDM methods using
positivity constraints. Despite its success the CSE method
does have some limitations: (i) the reconstruction of the
3-RDM requires all second-order corrections to obtain an
energy correct through second order [13,19], and (ii) the
2-RDM often must be adjusted during the solution to satisfy
known N-representability conditions [25,31]. Recently, an
approach to the CSE has been proposed and implemented
which removes these limitations by solving only the anti-
Hermitian part of the CSE [34].

In this paper we develop in detail a methodology for solv-
ing the anti-Hermitian contracted Schrodinger equation
(ACSE). This includes reconstructing the 3-RDM in the
ACSE from the 2-RDM by cumulant theory and developing
a system of differential equations which uses infinitesimal
unitary transformations to solve the ACSE for the 2-RDM.
Three different reconstructions of the 3-RDM are imple-
mented: the cumulant expansion in terms of the 2-RDM
[15-17,19,23] as well as the corrected cumulant expansions
of Nakatsuji and Yasuda [13] and Mazziotti [19,23]. In the
ACSE each of these reconstructions includes all third-order
and many high-order correlation contributions to the energy.

Using either the ACSE or CSE in lieu of the Schrodinger
equation, it is shown in Sec. I E, imposes a special structure
on the N-particle wave function [29,62]. The CSE (or ACSE)
ansatz for the wave function consists of a series of two-body
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exponential (or unitary) transformations applied to a refer-
ence wave function. The use of two-body unitary transfor-
mations (and, hence, the structure of the ACSE wave func-
tion) in the solution of the ACSE keeps the 2-RDM
N-representable to the accuracy of the 3-RDM reconstruc-
tion. From the one-to-one mapping between the CSE and
Schrédinger equation, known as Nakatsuji’s theorem [15,58],
it follows that the CSE ansatz for the wave function is exact
for all quantum systems with only pairwise interactions [29].
We discuss whether Nakatsuji’s theorem can be extended to
the ACSE.

In the final theoretical section the solution of the ACSE is
formulated in the Heisenberg representation. In this repre-
sentation the optimization of the ground-state energy and the
ACSE occurs by two-body unitary transformations of the
Hamiltonian with respect to an invariant reference wave
function. Solution of the ACSE in the Heisenberg picture has
connections with canonical diagonalization [63-67]. Two
important limitations of the Heisenberg approach to the
ACSE are that (i) the method produces a ground-state energy
but not a 2-RDM from which other properties can be readily
computed, and (ii) an operator formulation of the 3-RDM
cumulant reconstruction can be implemented, but the
second-order corrections of Nakatsuji and Yasuda [13] or
Mazziotti [19] cannot be included without generating com-
plicated Hamiltonians with many-particle interactions.

Application of the ACSE in the Schrodinger representa-
tion is made to a variety of molecules including H,O, CH,,
NH,*, HF, and N, as well as the dissociation of BH in a
polarized double-{ basis set. For BH both potential energy
and dipole-moment curves are computed with the ACSE and
compared to several wave function methods. Correlation en-
ergies are obtained here within 2% of the full configuration
interaction, and the computed 2-RDM’s very closely satisfy
important N-representability conditions.

II. ANTI-HERMITIAN CONTRACTED
SCHRODINGER EQUATION

The anti-Hermitian contracted Schrodinger equation is de-
rived from the contracted Schrodinger equation. Because the
ACSE depends on both the 2- and 3-RDM’s, cumulant re-
construction of the 3-RDM from the 2-RDM [16,17] is in-
troduced in Sec. II B with corrections by Nakatsuji and
Yasuda [13] and Mazziotti [19]. With the 3-RDM reconstruc-
tion an autonomous system of differential equations is de-
rived for solving the ACSE for the ground-state energy and
2-RDM. In Sec. II D the N-particle wave function implicit in
the 2-RDM from the solution of either the CSE or ACSE is
shown to have a special structure. Finally, the ACSE is de-
veloped in the Heisenberg representation.

A. Anti-Hermitian part of the CSE

Contraction of the Schrodinger equation onto the space of
two particles yields the contracted Schrddinger equation
[9-34]

(V]ala alakH|\I’) 2F Dkl, (1)

where the indices denote spin orbitals, ai and a; are the
second-quantized creation and annihilation operators, the
2-RDM is
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1
2Dk 1= E(‘Na alakl\I’> (2)

and the Hamiltonian operator H for quantum systems with
pairwise interactions is

H=2, 1Kpapa + > WWPagig (3)
p.s

s,t [7 q
pqS[

The reduced matrices 'K and 2V represent a partitioning of
the Hamiltonian into one- and two-particle parts. By rear-
ranging the second-quantized operators in Eq. (1) and using
the second-quantized definitions of RDM’s,
pD” = —<‘If|a Ceeealay aa,|V), 4)

we can express the CSE in terms of the 2-, 3-, and 4-RDM’s
[10,12,15,26].

The CSE can be written as a sum of Hermitian and anti-
Hermitian parts:

(Vl{a]ajaa,,(H - E)}W) +(V|[alajaa, (H - E)]|¥) =0,

(5)

where the brackets [ and { denote the commutator and anti-
commutator, respectively. The CSE is satisfied if and only if
both Hermitian and anti-Hermitian parts vanish. Therefore,
the anti-Hermitian CSE, also known as the Brillouin condi-
tion [24,28], is

(¥|[afa! alak’H]|q,> =0. (6)

The significance of this condition, as will be explained later
in Egs. (29)—(36), is that it enforces the stationarity of the
energy with respect to a set of unitary transformations of the
wave function. Rearranging the second-quantized operators
and using the definition of the 2- and 3-RDM’s, we can write
the ACSE in terms of the 2- and 3-RDM’s only:

ElezDi’f—z K’ZD +2 szDpz E KPZD%

s s P
2ym.k 3yisj.p 2.l 3 yisj.p
+6 >, 2Vek3phin — 6>, 2ypl 3piin
p-sit p.sit
2y/0+q 3yp-g-i 2yp-q 3yp-q.J 2y/k 02 yij
+6 2 V?,j Di),l,x -6 2 Vs,i ch),l,x + 22 Vf,t Ds,t
P.q.s P.q.s s,t
20,4 21yPsq _
+22 2VP42DRT = 0. (7)

Explicit expressions for the CSE in terms of 2-, 3-, and
4-RDM’s can be found in Refs. [11,12,15,26]. From these
expressions it can be readily shown that the terms with the
4-RDM contribute only to the Hermitian part of the CSE
and, hence, cancel upon evaluation of the ACSE. Further-
more, by a similar cancelation, the 3-RDM in the ACSE
appears only in terms with the perturbative part 2V of the
Hamiltonian. After approximation of the 3-RDM in terms of
the 2-RDM, as will be discussed in the next section, this
difference is responsible for the improved accuracy of the
ground-state energy and 2-RDM from solving the ACSE
rather than the CSE.
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B. Cumulant reconstruction of the 3-RDM

Because the ACSE depends upon both the 2- and
3-RDM’s, the 3-RDM must be approximated as a functional
of the 2-RDM. As with the CSE method, the 3-RDM can be
reconstructed from the 2-RDM by its cumulant expansion
[16,17,19,21-23,28]

DA =1DI ADIA DY+ 3PAY ADE AR (8)

q,s,t q.85,1°

where
*Af)="Df - 'Din D] ©

and the operator A denotes the antisymmetric tensor product
known as the Grassmann wedge product [15,60,61]. The
wedge product of two matrices can be evaluated by summing
the distinct products arising from all antisymmetric permuta-
tions of the upper and lower indices of the two matrices and
dividing the result by the total number of distinct products—
for example,

. 1 S P
'Din'D]= 5(‘D;QD;— 'DI'D)). (10)

The cumulant (or connected) part YA of a p-RDM vanishes
unless all p particles are statistically dependent. Hence, the
cumulant RDM’s scale linearly with the number N of par-
ticles in the system.
Neglecting the cumulant 3-RDM
AR = (11)

q,s,t

yields a first-order reconstruction of the 3-RDM from the 1-
and 2-RDM’s, which we call Valdemoro’s (V) reconstruction
[9]. Some important second-order contributions can be in-
cluded by approximating the cumulant 3-RDM. Such ap-
proximations have been introduced by Nakatsuji and Yasuda
[13] and Mazziotti [19,23], which we will denote as NY and
M. The NY reconstruction for *A is

q,s,t

. 1 - i j
A= gD sACKL Y, (12)

where s; equals 1 if / is occupied in the Hartree-Fock refer-

ence and —1 if / is not occupied and the operator A performs
all distinct antisymmetric permutations of the indices exclud-
ing the summation index /. In a natural-orbital basis set the
M reconstruction is
ijik 3 pijk
nq,s,t Aq,s,t -

I+, .
c 2 ACAL AL, (13)
l

where

nit='Di+'D/+'Di+'DI+ D)+ 'D;-3. (14)
Each of the reconstructions contains many contributions
from higher orders of perturbation theory via the 1- and
2-RDM’s and, thus, may be described as highly renormal-
ized. The CSE requires a second-order correction of the
3-RDM functional to generate second-order 2-RDM’s and
energies, but the ACSE can produce second-order 2-RDM’s
and third-order energies from only a first-order reconstruc-
tion of the 3-RDM.
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C. Cumulant (or connected) structure of the ACSE

Cumulant theory offers a systematic approach to recon-
structing the 3- and 4-RDM’s from the 2-RDM, but it also
provides insight into the structure of both the CSE and
ACSE. We begin by defining the connected (or cumulant)
part of the CSE (or ACSE) to be the part which scales lin-
early with N. Products of cumulant RDM’s in the CSE (or
ACSE) can scale linearly if and only if they share (or are
connected by) the indices of one- or two-particle matrices 'K
and 2V that scale linearly with N [2]. Consider, for example,
the following term M; in the 1,3-CSE:

M= 2 2A 2V D, (15)
ijkl

in which both the 1-RDM 'D and the cumulant 2-RDM 2A
share (or are connected by) the indices of *V?:7. To under-
stand why this connected term scales linearly with N, we
evaluate it in a basis set of localized orbitals for which each
of the matrices, the potential, the 1-RDM, and the cumulant
2-RDM, is explicitly local. In such a basis set, because the
1-RDM and the cumulant 2-RDM share the indices of the
potential, the term M; will be nonzero if and only if the
indices i and j refer to orbitals that are sufficiently close in
coordinate space to couple through the potential. The re-
quired proximity of orbitals i and j causes the information in
the matrix M (or the number of nonzero elements in a local
basis set) to scale linearly rather than quadratically with N. In
fact, the sharing of the summation indices by all terms in the
product (its connectivity) is not only sufficient but necessary
for the matrix M to scale linearly with N. Since the product
of cumulant RDM’s and potentials is invariant under unitary
orbital transformations [30], this term is connected in any
one-particle basis set. We can denote the sum of the con-
nected terms in the CSE and Schrodinger equation con-
tracted onto the 1-particle space (1,3-CSE) as

o1 A 2
*Cil= 5 (Wl ajaa (H = )l (16)

and

'CL = (Ylala(H - E)|)c, (17)

respectively.
The CSE has the following structure in terms of its con-
nected parts 'C and C and the 1- and 2-RDM’s:
E’DY+2'Di A 'C+2CY= E*DY). (18)
For any choice of the 2-RDM the first unconnected term on
the left-hand side of the CSE precisely cancels with the
right-hand side. This part of the CSE, therefore, does not
contain any information about the 2-RDM, and the CSE is
satisfied if and only if
2'Di AT+ 2= 0. (19)
Similarly, the 1,3-CSE can be written in terms of its con-
nected part >C and the 1-RDM as
E'Di+'Ci=E'D; (20)

or upon simplification
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'ci =0. (21)

The CSE and 1,3-CSE in Egs. (19) and (21) are satisfied if
and only if the connected 1,3-CSE and the connected CSE
vanish:

'ci=0, (22)

2C=0. (23)

The connected structure of the CSE has been explored by
Yasuda [18] and Mazziotti [2] using Grassmann algebra,
Kutzelnigg and Mukherjee [24] using a cumulant version of
second-quantized operators, and Herbert and Harriman [27]
using a diagrammatic technique.

The anti-Hermitian part of the CSE has the following
structure in terms of the connected CSE parts:

2'Dpa('Cl-1Ch)+ 2y -*cii =0, (24)

where for notational convenience we assume that the 1-RDM
and the matrices 'C and *C are real. Similarly, the anti-
Hermitian part of the 1,3-CSE, known as the 1,2-ACSE, can
be written as

'c]-'cl=0. (25)

The ACSE and 1,2-ACSE in Egs. (24) and (25) are satisfied
if and only if the anti-Hermitian parts of the connected 1,3-
CSE and the connected CSE vanish:

'c]-'cl=0, (26)

-2k =0. (27)

Although evaluation of the matrices 'C and 2c requires the
3- and 4-RDM’s, respectively, their anti-Hermitian parts can
be evaluated with only the 2- and 3-RDM'’s, respectively,
because terms involving the highest RDM’s cancel.

D. Differential equations for solving the ACSE

A system of differential equations for solving the ACSE
for the ground-state energy and its 2-RDM can be developed
by examining a sequence of infinitesimal unitary transforma-
tions of an initial wave function W(0). We order the unitary
transformations applied to the wave function W(0) by a con-
tinuous timelike variable \. The initial wave function can be
a Slater determinant from a Hartree-Fock calculation or a
linear combination of Slater determinants from a correlated
calculation. While we develop the equations with the wave
function, the final equations will be expressible in terms of
the 2-RDM only.

After an infinitesimal transformation over the interval €
the energy at A+¢€ is

EO\+ € = (¥(\)]e SN HeSM W (1))

= EO\) + WV |[H, SN [P (V) + 0(),
(28)

where the unitary transformation is represented by the expo-
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nential of an anti-Hermitian operator S. In the limit that
€—0 this equation becomes

dE A n
e (PO[H, ST (V). (29)
If the Hamiltonian is replaced with the two-particle reduced
density operator, we obtain an analogous equation for the
change in the 2-RDM with \:

dZDk A

A laja

Taa, SOVIW (). (30)
Restricting the operator S(\) to contain no more than two-
particle interactions means that variational degrees of free-

dom of 3’()\) are representable by one- and two-particle ma-
trices 'S(\) and 2S(\):

SO\) = E SSNaa,+ 2 *SiNalalaa,.  (31)
pogsit
At each A we select the elements of the one- and two-particle
matrices, le (\) and ZSf”tq (\), to minimize the energy along
its gradient with respect to these matrix elements:

| _ l(?E()\ +€)
S0 = s G2
S,Z;]()\) - € a(ZSp q(A)) (33)

If the two-particle matrix 2S(\) is restricted to scale linearly
with N, then

e, ! IE(\ + €)
SPIN) = { e 3CSPI00) qm)} (34)
or
'SP = (¥ (V) |[afa, HIW (V). (35)
27N = (P (N [[ajabaa, HIW (V). (36)

where the subscript C on the right side of Egs. (34) and (36),
as in the previous section, indicates the connected part of the
equation. The restriction of 2S(\) is accomplished by select-
ing only the connected parts of the energy gradient. Equa-
tions (29)—(36) can be evaluated with only the 2- and
3-RDM’s where the right sides of Egs. (35) and (36) are the
residuals of the 1,2-ACSE and the connected ACSE and the

right side of Eq. (30) is the residual of the ACSE with H

replaced by the anti-Hermitian S(\). The differential equa-
tions produce energy and 2-RDM trajectories in A that mini-
mize the energy until the ACSE is satisfied. In practice, since
the reconstruction of the 3-RDM is approximate, trajectories
in \ are continued until either (i) the energy or (ii) the least-
squares error of the ACSE or the 1,3-CSE increases rather
than decreases. Because the error of the 1,3-CSE usually
increases before either the energy or the error of the ACSE,
the algorithm in principle solves both the ACSE and the
1,3-CSE for the 2-RDM.
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E. Structure of the wave function

For a quantum system with only pairwise interactions the
solution of the CSE (or ACSE) rather than the N-particle
Schrodinger equation implies a special structure for the
N-particle wave function [29,62]. Consider the unnormalized
trial N-particle wave functions from a series of infinitesimal
exponential transformations,

[\ + €)) = expl eSOV W (), (37)
where the 3‘()\) operator has only two-particle interactions

S = > sz,’lq()\)a;aga,am (38)
p,q,s,t

but the two-particle reduced matrix %S is completely general
(not necessarily Hermitian or anti-Hermitian). At A=0 the
trial wave function W(0) can be assumed to be a Slater de-
terminant of N orbitals. At each value of N\ the elements of
the two-particle reduced matrix 2§ are selected to minimize
the energy along its gradient with respect to 2S. This pro-
duces a trajectory of trial energies E(\) which, by the varia-
tional principle, is nonincreasing. We can extend this trajec-
tory until the wave function at a final N(=\) equals the wave
function at A(=\;+€) and the variational improvement in the

energy terminates.
At |W(\s+¢€)) the normalized expression for the energy is

E\p+ (WA + W\ + €) =(V(\,+ e)|131|\1r(>\f+ €)).
(39)
If we assume that the wave function is real, differentiating
Eq. (39) with respect to the elements of the two-particle re-

duced matrix 2S(\,), dividing by €, and taking the limit to the
energy minimum “S(A,) — 0 yields

lim <1M|ﬁ—f:(>\f+ [P\ + e)> =0.

2500 \ € d (2Sf,’rq (\p)
(40)
Because
1 V(N +€ .
__(f_) aTa'alas’ (41)

1m =
zs()\f)ﬂoea(sz,’[’()\f)) P

evaluation of the derivative and limit in Eq. (40) yields
(PNplajalaalH-EN)IIWON))=0.  (42)

Equation (42) is the CSE in Eq. (1), and hence, for the trial
wave function |W(\)) the variational minimization condi-
tions in Eq. (40) are equivalent to the CSE.

Is the trial wave function defined by a series of two-body
exponential transformations in Eq. (37) an exact variational
ansatz for any quantum system with two-body interactions?
The answer is “yes.” For quantum systems with only pair-
wise interactions an N-particle wave function satisfies the
CSE if and only if it satisfies the Schrodinger equation
[15,58]. Therefore, as shown in Ref. [29], the trial wave
function |‘I’()\f)> satisfies not only the CSE but also the
N-particle Schrodinger equation, and by the variational prin-
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ciple it must be the exact ground-state wave function [29].

If the S'()\) is restricted to be anti-Hermitian as in differ-
ential equations of the previous section, then

1avO+e - )
q

1m =a,ada,—da.d.d,a
2 op, ! t >
st 0 €9CSIN ) T PG Ty

and Eq. (40) simplifies to

<\If()\f)|a;a;£a,ax - azaj'aqap[l:l —EN\]¥(\p))=0.
(44)

If we assume that the wave function is real and use Hermi-
ticity, Eq. (44) becomes

(W(\)lajalaa, HIW () =0, (45)

which is the ACSE in Eq. (6). Hence, the variational mini-
mization conditions in Eq. (40) are equivalent to the ACSE
for the trial wave function |W(\)). The equivalence estab-
lishes a deep connection between the class of variational
wave functions obtainable by two-body unitary transforma-

tions [unitary when S'()\) is restricted to be anti-Hermitian]
and the solution of the ACSE. Variational minimization of
the energy by a series of two-body unitary transformations
always leads to a solution of the ACSE. In the previous sec-
tion we utilized this connection in designing a system of
differential equations for solving the ACSE approximately
where the two-body unitary transformations help to preserve
the N-representability of the 2-RDM to the level of accuracy
present in the 3-RDM reconstruction.

Is the trial wave function defined by a series of two-body
unitary transformations in Eq. (37) an exact variational an-
satz for any quantum system with two-body interactions? A
sufficient condition for the answer to be ““yes” would be that
the ACSE like the CSE implies the N-particle Schrodinger
equation. Nakatsuji’s proof for the CSE also applies to the
Hermitian part of the CSE [15] but not necessarily to the
anti-Hermitian part of the CSE. Unpublished calculations in-
dicate that the two-body unitary transformations provide a
highly accurate but not exact variational ansatz [68]. In prac-
tical molecular calculations, however, the accuracy of the
ACSE appears to be limited by the approximate reconstruc-
tion of the 3-RDM rather than any approximation in the two-
body unitary transformations.

F. Heisenberg representation of the ACSE

The solution of the ACSE can also be formulated in the
Heisenberg representation where the Hamiltonian rather than
the wave function changes. In Sec. II D the ACSE is solved
via a system of differential equations that change the 2-RDM
(or wave function) along a timelike variable \ that orders a
series of infinitesimal unitary transformations. Rather than
evolving the 2-RDM (or wave function) as in Egs. (29) and
(30), we can define unitary transformations to evolve the
Hamiltonian operator
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H\ + € = e SMAMN)eS™ = H\) + d H,S\)] + 0(),
(46)

where the initial operator I:I(O) is the Hamiltonian whose
ground-state wave function is to be calculated. In the limit
that e— 0 this equation becomes

dH A
N [H(N),S(M)]. (47)

The energy as a function of N is computed in the Heisenberg
representation by taking the expectation value of the
N-dependent Hamiltonian with respect to the initial, invariant
wave function W(0):

E(N) = (W(0)[HM)[¥(0)), (48)

where the initial wave function can be an uncorrelated Slater
determinant or a correlated linear combination of Slater de-
terminants. The ground-state energy of the initial Hamil-

tonian H(0) can be computed by selecting S(\) at each \ to
minimize the energy. At the energy minimum the initial wave
function W(0) is an eigenfunction of H(\;) with an energy
equal to the ground-state energy of the original Hamiltonian
H(0).

The satisfaction of the Heisenberg formulation of the
ACSE at A/,

(W (0)|[ajalaa, HNPIW(0)) =0, (49)

is equivalent to the stationarity of the energy with respect to
all unitary transformations where the anti-Hermitian opera-

tors S(\) are restricted to two-body interactions as in Eq.

(31). Even with this restriction on S(\) and an initial Hamil-
tonian H(0) with at most two-body interactions, however, the
change dH(0)/d\ contains two- and three-body interactions.
Nevertheless, the Hamiltonian can be restricted to two-body
interactions for all N by approximating the three-body inter-
actions in each change of the Hamiltonian operator by two-
body interactions. Two possibilities for the approximation
are (i) to neglect the three-body terms and (ii) to approximate
the three-body terms by an operator version of the 3-RDM
cumulant expansion in Sec. II B. The latter approximation
permits a solution to the Heisenberg ACSE that is similar to
the solution of the ACSE in Sec. II D.

The cumulant approximation of the three-body interac-
tions can be readily expressed in second quantization. A
p-body interaction in this notation is the sum of products of
p creation operators with p annihilation operators. Each
product of three creation and three annihilation operators,
known as a three-particle reduced density operator (3-RDO),

A 1 .
3 Ai..k
qu{s,t = ga; a;azatasaq» (50)

has the following cumulant expansion [16,17,19,21-23,28]:
D= "Dy n 'DIADI+ AT ADL (51

where the 1-RDO is
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'Di =alay, (52)
the 2-RDO is

PO | ;
ZD}(’”l =4 a;alak, (33)

and the cumulant (or connected) 2-RDO is

281 = 2Bl 1D} A D, (54)
The expectation value of the approximate 3-RDO in Eq. (51)
yields the 3-RDM cumulant expansion in Eq. (8) with the
cumulant 3-RDM neglected. In the Heisenberg representa-
tion this approximation produces Hamiltonians with only
two-body interactions at all values of A. The solution of the
Heisenberg ACSE with this approximation is similar to using
Valdemoro’s 3-RDM reconstruction in the solution of the
ACSE in Sec. II D.

The Heisenberg ACSE method can be completed by
choosing the one- and two-particle matrices 'S(\) and 2S(\)

in Eq. (31) for S(\). These matrices can be selected in a
variety of ways including the minimization at each \ of ei-
ther (i) the energy or (ii) the error in the Heisenberg ACSE
until a variational minimum is achieved at A;. As in Sec. I[I D
we suggest that these matrices be chosen to minimize the
energy along its gradient with respect to these matrices:

'SP(N) = (¥ (0)|[a)a, HNP(0)), (55)

224N = (W (0)|[a)alaa, HNP(0)e,  (56)

where the subscript C on the right side of Eq. (56) indicates
the connected part of the equation. Importantly, Egs. (55) and
(56) differ from Egs. (35) and (36) by (i) containing a
\-dependent Hamiltonian and (ii) evaluating expectation val-
ues with respect to the initial wave function W(0). The right
sides of Egs. (55) and (56) are the residuals of the 1,2-ACSE
and the connected ACSE evaluated with respect to the wave

function W(0). If the Hamiltonian ﬁ()\) contains no more
than two-particle interactions, these equations involve both
the 2-RDM and 3-RDM where the 3-RDM can be approxi-
mated as a 2-RDM functional by the cumulant expansion in
Eq. (8). Integrating Eq. (47) with these equations evolves the
Hamiltonian until at A, the Heisenberg ACSE vanishes.

The use of a series of unitary transformations to remove
correlation (or precondition) Hamiltonians in quantum field
theory before the use of perturbative or renormalization-
group methods was independently studied in the early 1990s
by Glazek and Wilson [63] and Weniger [64]. These meth-
ods, called the flow equations [65], continuous unitary trans-
formations, or canonical diagonalization [66], differ from the
ACSE in (i) their truncation of the three-body interactions

and (ii) their selection of the S operators for the unitary trans-
formations. Canonical diagonalization has recently been ap-
plied to molecular electronic structure by White [66] and
Yanai and Chan [67]. In the calculating the change of the
Hamiltonian Yanai and Chan [67] apply the 3-RDM cumu-
lant expansion [16,17,19,21-23,28] from the CSE literature
[9-34] to approximate the three-body interactions, although
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FIG. 1. For N, the ACSE energy converges to 0.3 mH above the
FCI energy.

they select the unitary transformations by a different strategy
from the one suggested for the Heisenberg ACSE.

The Heisenberg ACSE method (or the canonical diagonal-
ization method) differs from the solution of the ACSE in Sec.
II D in two significant respects: (i) the Heisenberg ACSE (or
canonical diagonalization) does not produce a 2-RDM, and
(ii) the second-order corrections to the 3-RDM of Nakatsuji
and Yasuda and Mazziotti cannot be included in the 3-RDO
approximation without producing complicated many-body
interactions in the Hamiltonian for A > 0. Knowledge of the
2-RDM is very useful for obtaining properties other than the
ground-state  energy as well as checking the
N-representability of the solution. In the Heisenberg repre-
sentation the loss of N-representability becomes hidden in
the approximation to the transformed Hamiltonian. Further-
more, as shown in the applications, the second-order correc-
tion of the 3-RDM significantly improves the accuracy of
energies and properties when the initial 2-RDM is deter-
mined from a Hartree-Fock calculation.

PHYSICAL REVIEW A 75, 022505 (2007)

III. APPLICATIONS

In this section we examine the accuracy of the ACSE
method in the Schrodinger representation with calculations
on a variety of molecules. The energy and 2-RDM of the
ACSE are optimized by integrating the equations in Egs.
(29)—(36) with an extrapolated Euler’s method. At A=0 the
energy and 2-RDM are initialized to their values from a
Hartree-Fock (mean-field) calculation. The evolution of the
energy and the 2-RDM with A continues until (i) the energy
or (ii) the least-squares error of either the ACSE or the 1,3-
CSE ceases to decrease. In most molecular calculations the
error of the 1,3-CSE increases before either the energy or the
error of the ACSE and, hence, provides the stopping crite-
rion. Figure 1 displays the energy as a function of \ for N, in
a valence double-{ basis set where the 3-RDM in Egs.
(29)—(36) is reconstructed with the M functional. The ACSE
recovers 99.9% of the correlation energy by converging to
0.3 millihartree above the full-configuration-interaction
(FCI) energy.

For ten molecules Table I presents the errors in the singlet
ground-state correlation energies from the ACSE with the V,
NY, and M 3-RDM reconstructions and the CSE with NY
3-RDM reconstruction, as well as several wave function
methods, including Hartree-Fock (HF), second-order many-
body perturbation theory (MP2), coupled-cluster singles-
doubles (CCSD), and FCI. Calculations are performed at
equilibrium geometries [69] in a valence double-{ basis set
[70], electron integrals are computed with GAMESS [71], and
except for lithium the occupation numbers of core orbitals
are set to unity (frozen). The ACSE methods are not varia-
tional, but the V reconstruction of the 3-RDM consistently
yields a lower bound. Supplementing the V reconstruction
with either the NY or M cumulant 3-RDM greatly improves

TABLE 1. The ground-state energies from the ACSE with V, NY, and M 3-RDM reconstructions are
compared with the energies from the CSE with NY 3-RDM reconstruction as well as several wave function
methods, including Hartree-Fock (HF), second-order many-body perturbation theory (MP2), coupled-cluster
singles-doubles (CCSD), and full configuration interaction (FCI), for molecules in valence double-{ basis

sets.

Wave function methods

Energy error (mhartree)
CSE methods

FCI CSE* ACSE

System Energy (H) HF MP2 CCSD NY v NY M
BeH, —-15.800201 39.962 11.818 0.419 3.796 —-2.409 0.034 —-0.194
CH, -38.945153 85.557 23.454 1.753 -1.785 -0.433 0.162
H,O -76.141146 132.000 7.964 1.658 5.940 -3.172 1.199 0.988
NH; -56.303459 127.751 14.654 1.773 7.665 -2.835 1.052 0.942
NH; -56.655413 127.682 16.937 1.503 —-2.803 -0.147 -0.217
CH,4 —40.299343 113.886 21.153 1.564 8.541 -2.287 0.336 0.180
HF —100.145846 123.952 3.669 1.592 31.880 —-0.825 2.137 2.064
Li, —14.895376 27.310 11.582 0.034 -2.065 -0.282 -0.107
N, —-109.104089 225.950 -2.310 8.311 34.118 -12.640 -0.297 0.321
HCN -93.054260 225.025 6.607 8.735 -16.736 3.439 4.287

*The CSE energies are obtained from Ref. [26].

022505-7



DAVID A. MAZZIOTTI

TABLE II. The 2-RDM’s from solving the ACSE very nearly
satisfy known N-representability conditions which require the ei-
genvalues of three forms of the 2-RDM matrix, known as 2D, 2Q,
and G, to be non-negative. In general, the NY and M reconstruc-
tions of the 3-RDM decrease the absolute value of the maximum
negative eigenvalue by an order of magnitude.

Lowest eigenvalue of 2-RDM matrices

PHYSICAL REVIEW A 75, 022505 (2007)

N-representability conditions in a process called purification
[25,31]. The solution of the ACSE, however, naturally main-
tains the N-representability of the 2-RDM within the accu-
racy of the 3-RDM reconstruction.  Necessary
N-representability conditions require keeping the eigenvalues
of three different forms of the 2-RDM, known as the ZD, 2Q,
and G matrices, non-negative [45]. The 2D, ?Q, and °G
matrices restrict the probability distributions for two par-
ticles, two holes (where a hole is the absence of a particle),

System  Method D ’0 ’G and one particle and one hole to be non-negative. For HF and
HF v —1.80[-4] _1.53[4] _3.33[-4] CH,, Table 1 shows the lowest eigenvalues of these matri-
NY 1.05[-7] +8.77[-6] _3.46[8] ces, normahze.:d to N(N-1), (r—N.)(r—I\(—l), apd N(r—-N

+1) where r is the rank of the spin-orbital basis set. The

M —4.57[-6] +1.94[-5] —3.61[-6] largest negative eigenvalue for each of these matrices is three

CH, v -1.57[-3] —6.61[-4] -9.27[-4] to eight orders of magnitude smaller than the largest positive
NY —2.60[-4] +1.07[-4] -1.55[-4] eigenvalue which is near unity. The NY and M 3-RDM re-

M —4.48[-4] -5.13[-5] -3.06[-4] constructions decrease the absolute value of the most nega-

the energy of each molecule with a two-orders-of-magnitude
improvement being observed for the triple-bonded N,. For
each of the singlet states computed the expectation of the

total electron spin operator §2 with respect to the 2-RDM is
zero. As shown in Table I, the ACSE with NY or M recon-
struction produces 98%—100.5% of the correlation energy
which significantly improves upon the 71%-96% recovered
by the CSE with NY or M reconstruction [25]. The differ-
ence between the ACSE and the MP2 energies highlights that
each of the ACSE methods contains all second- and third-
order as well as higher-order correlation effects. Except for
HF and Li, the energies of the ACSE with NY or M recon-
struction are more accurate than those of the CCSD method.

Solutions of the CSE for the 2-RDM often require that the
2-RDM be adjusted at each iteration to satisfy important

tive eigenvalue from the V reconstruction by one and two
orders of magnitude for CH, and HF, respectively. Similar
results are obtained for the other molecules in Table I.

The energy of the BH molecule as a function of internu-
clear separation is given in Table III where the energy is
computed by the ACSE with V, NY, and M reconstructions,
coupled-cluster with single and double excitations (CCSD)
and a perturbative correction for triple excitations
[CCSD(T)], and full configuration interaction (FCI). Calcu-
lations are performed in a correlation consistent polarized
valence double-{ (cc-pVDZ) basis set with the core orbital of
boron frozen. Although the ACSE with V reconstruction
yields energies at least 10 mhartree below the FCI at all ge-
ometries, it is more than twice as accurate as MP2. The NY
and M corrections improve the ACSE energies by at least an
order of magnitude. Between R=1 A and R=1.8 A the maxi-

TABLE III. The energy of the BH molecule as a function of internuclear separation is presented in a
correlation consistent polarized valence double-{ (cc-pVDZ) basis set with the core orbital of boron frozen
from each of the following methods: ACSE with V, NY, and M reconstructions, coupled-cluster with single
and double excitations (CCSD) and a perturbative correction for triple excitations [CCSD(T)], and full
configuration interaction (FCI). Between R=1 A and R=1.8 A the maximum energy errors of CCSD,
CCSD(T), and the ACSE with NY reconstruction are 2.68, 0.66, and 0.65 mhartree, respectively.

Energy error (mH)

Wave function methods Anti-Hermitian CSE methods

R FCI energy (hartree) HF MP2 CCSD CCSD(T) \% M NY

0.850 —25.091663 86.182 27966 1.658 0.457 —-11.869 1.743 -0.727
0.900 —-25.130088 86.388  28.013  1.667 0.457 —-11.455 1.633 —0.686
1.000 —25.179459 87.069 28216 1.699 0.461 -11.172 1.442 —-0.644
1.100 —25.204337 88.074  28.567 1.748 0.468 -11.396 1.191 -0.487
1.200 -25.214144 89.340  28.688  1.811 0.477 -11.520 1.089 -0.431
1.256 —25.215324 90.138  29.414 1.853 0.483 -11.650 1.034 -0.361
1.300 —25.214580 90.674  29.590 1.761 0.360 -11.877 0.868 -0.468
1.400 —25.209739 92430  30.525 1.990 0.508 -12.149 0.940 -0.311
1.600 —25.191851 96.162  32.640 2267 0.566 —14.456 1.087 -0.374
1.800 —25.170969 100.680 35.520 2.679 0.655 -16.380 1.590 -0.512
2.000 —25.151292 106.219 39.264 3.250 0.754 -20.457 2.903 -1.612
2.200 —25.134391 112.973 43922 3.990 0.815 -26.337 5.470 -4.797
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FIG. 2. The potential energy curve of BH from the ACSE with
NY reconstruction is compared with the curves from CCSD and
FCIL. In the equilibrium region the ACSE energies are an order of
magnitude more accurate than those from CCSD. Calculations are
performed in a correlation consistent polarized valence double-{
(cc-pVDZ) basis set with the core orbital of boron frozen.

mum energy errors of CCSD, CCSD(T), and the ACSE with
NY reconstruction are 2.68, 0.66, and 0.65 mhartree, respec-
tively. Figure 2 compares the potential energy surfaces from
the ACSE(NY) with CCSD and FCI. In the equilibrium re-
gion the ACSE energies are an order of magnitude more
accurate than those from CCSD.

Dipole moments and 1-RDM’s for BH at equilibrium and
stretched geometries are examined in Table IV from calcula-
tions with Hartree-Fock (HF), coupled-cluster with single
and double excitations (CCSD), the ACSE with second-order

PHYSICAL REVIEW A 75, 022505 (2007)

NY reconstruction, and full configuration interaction (FCI).
In comparison to FCI the dipole moments from both the
ACSE and CCSD are at least an order of magnitude more
accurate than the mean-field moments from Hartree-Fock
calculations. Before the equilibrium geometry R=1.256 the
dipole moments from the ACSE are more accurate by as
much as an order of magnitude than those from CCSD while
after equilibrium the dipole moments from CCSD are more
accurate. The ACSE dipole moment is an upper bound to the
FCI dipole moment at all computed geometries (theoreti-
cally, it can be an upper or lower bound); the CCSD dipole
moment is also an upper bound except at R=2.2 A. Figure 3
shows the dipole-moment surface for BH as a function of the
internuclear distance R for HF, CCSD, the ACSE with NY
reconstruction, and FCI. All three approximate methods pre-
dict the change in sign of the dipole moment between R
=1.6 A and R=1.8 A, but both the CCSD and the ACSE
surfaces deviate significantly at long bond lengths from the
Hartree-Fock surface which remains linear. The ACSE dipole
moment at R=1.256 A of 0.477 283 a.u. is consistent with
the experimental value of 0.500+0.083 a.u.

The accuracy of the 1-RDM’s at different BH bond
lengths is also shown in Table IV for the HF, CCSD, and
ACSE(NY) methods. The error in the 1-RDM is measured
by the /; norm of the error matrix formed from the difference
of the FCI and approximate 1-RDM’s where the /, norm of a
matrix is defined as the absolute value of the eigenvalue with
the largest magnitude. For evaluating the size of the 1-RDM
errors, we also report the /, norm of each FCI 1-RDM which,

TABLE IV. Dipole moments and 1-RDM’s for BH at equilibrium and stretched geometries are examined
from calculations with the ACSE with second-order NY reconstruction, Hartree-Fock (HF), coupled-cluster
with single and double excitations (CCSD), and full configuration interaction (FCI). In comparison to FCI the
dipole moments from both the ACSE and CCSD are at least an order of magnitude more accurate than the
mean-field moments from HF. The error in the 1-RDM is measured by the /, norm of the error matrix formed
from the difference of the FCI and approximate 1-RDM’s where the /, norm of a matrix is defined as the
absolute value of the eigenvalue with the largest magnitude. The errors in the ACSE 1-RDM’s are three
orders of magnitude smaller than the largest eigenvalues of the FCI 1-RDM. Calculations are performed in a
correlation consistent polarized valence double-{ (cc-pVDZ) basis set with the core orbital of boron frozen.

[—1] denotes X 107"

Dipole moment (w)

1-RDM ('D)

Mapp~ MFCI ||1Dapp_1DFCI| |
R MECT HF CCSD ACSE(NY) || IDFCI‘ | HF CCSD ACSE(NY)
0.850 0.825666 1.69[-1] 1.04[-2] 7.44[-4] 0.984340 8.12[-2] 5.98[-3] 1.46[-3]
0.900  0.794993 1.70[-1] 1.04[-2] 1.58[-3] 0.983927 8.08[-2] 5.85[-3] 1.54[-3]
1.000 0.720643 1.70[-1] 1.04[-2] 3.18[-3] 0.982882 8.00[-2] 5.61[-3] 1.76[-3]
1.100  0.631052 1.70[-1] 1.04[-2] 5.83[-3] 0981514 7.94[-2] 5.38[-3] 2.17[-3]
1.200  0.466767 1.66[-1] 1.06[-2] 8.33[-3] 0.979764 7.89[-2] 5.16[-3]  2.43[-3]
1.256  0.528658 1.62[-1] 1.08[-2] 1.05[-2] 0.978592 7.87[-2] 5.05[-3] 2.80[-3]
1.300 0.416314 1.59[-1] 1.09[-2] 1.20[-2]  0.977560 7.86[-2] 4.98[-3]  2.99[-3]
1.400  0.297367 1.48[-1] 1.14[-2] 1.56[-2]  0.974804 7.83[-2] 4.83[-3]  3.43[-3]
1.600  0.055419 1.05[-1] 1.22[-2] 2.19[-2] 0967260 7.81[-2] 4.78[-3] 4.18[-3]
1.800 -0.163620  2.04[-2] 1.17[-2] 2.58[-2] 0.957048 7.98[-2] 5.50[-3] @ 4.72[-3]
2.000 -0.329482 -1.19[-1] 7.83[-3] 1.44[-2] 0.947106 9.34[-2] 7.73[-3] 2.98[-3]
2.200 -0.423725 -3.22[-1] -4.06[-4] 3.96[-3] 0941649 1.25[-1] 1.15[-2] 7.14[-3]
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FIG. 3. The dipole-moment surface for BH is shown as a func-
tion of the internuclear distance R for HF, CCSD, the ACSE with
NY reconstruction, and FCI. All three approximate methods predict
the change in sign of the dipole moment between R=1.6 A and R
=1.8 A, but both the CCSD and ACSE surfaces deviate signifi-
cantly at long bond lengths from the Hartree-Fock surface which
remains linear. Calculations are performed in a correlation consis-
tent polarized valence double-{ (cc-pVDZ) basis set with the core
orbital of boron frozen.

in general, is approximately unity. The errors in the ACSE
1-RDM’s are three orders of magnitude smaller than the larg-
est FCI eigenvalues and two orders of magnitude smaller
than the errors in the HF 1-RDM’s. At all computed geom-
etries the 1-RDM errors from the ACSE(NY) are smaller
than the 1-RDM errors from CCSD with the greatest differ-
ence occurring at short bond lengths.

IV. DISCUSSION AND CONCLUSIONS

The ACSE significantly enhances the accuracy of the CSE
method for the direct determination of the ground-state
2-RDM and its energy without the many-electron wave func-
tion. The ACSE is solved by propagating a system of initial-
value differential equations whose solution optimizes the
2-RDM with a series of infinitesimal unitary transformations.
Unlike the CSE, the ACSE translates the first-order recon-
struction of the 3-RDM (V) [9,16,17] into molecular energies
that contain all third-order and many higher-order correlation
effects. The accuracy and N-representability of the energies
and 2-RDM’s can be further enhanced with the second-order
reconstructions of Nakatsuji-Yasuda [13] and Mazziotti [19].
The ACSE with these second-order reconstructions produces
energies that are competitive with the best wave function
methods of comparable computational efficiency.

The solution of the CSE (or ACSE) rather than the
Schrodinger equation implies a special structure for the
N-particle wave function. Every N-particle wave function so-
lution of the CSE (or ACSE) can be written as a product of
two-body exponential (or unitary) transformations applied to
any reference wave function such as a Slater determinant. To
the degree that the reconstruction of the 3-RDM and the
N-representability of the 2-RDM remain sufficiently accu-
rate, the structure of the ACSE wave function is present in
the differential equations for solving the ACSE in Sec. II D
even though only the 2-RDM is explicitly computed. Be-
cause there is a one-to-one mapping between the solutions of

PHYSICAL REVIEW A 75, 022505 (2007)

the CSE and Schrodinger equation for any quantum system
with only pairwise interactions (Nakatsuji’s theorem)
[15,58], it follows that the wave function ansatz from the
CSE is sufficiently flexible to include the ground-state wave
functions for all such systems. Does the more restrictive
wave function ansatz from the ACSE also include all of these
wave functions? We have shown that the ACSE ansatz is
sufficiently flexible if Nakatsuji’s theorem is extendable to
the ACSE. Even though preliminary results indicate that Na-
katsuji’s theorem is not extendable [68], in practice the abil-
ity of two-body unitary transformations to reach the exact
ground-state wave function may be unimportant because in
the solution of the ACSE any error from this limitation ap-
pears to be small relative to the error from 3-RDM recon-
struction.

The solution of the ACSE has also been formulated in the
Heisenberg representation with connections made to canoni-
cal diagonalization. Because the unitary transformations are
applied to the Hamiltonian in the Heisenberg representation,
the Heisenberg ACSE contains a variable Hamiltonian and a
fixed wave function. The ACSE method, implemented in this
paper, differs significantly from its Heisenberg formulation
in that (i) the ACSE in the Schrodinger representation can
produce both an energy and a 2-RDM and (ii) the reconstruc-
tion of the 3-RDM can include second-order corrections by
Nakatsuji and Yasuda [13,14] and Mazziotti [19,23]. Calcu-
lation of the 2-RDM is important for not only computing
properties but also checking the N-representability of the
ACSE solution, and the second-order reconstruction func-
tionals for the 3-RDM are important for obtaining highly
accurate energies and 2-RDM’s. Canonical diagonalization
[63-67] can be interpreted as a solution of the ACSE in the
Heisenberg representation. The ACSE method further differs
from canonical diagonalization plus cumulant theory in the
choice of the unitary transformations. The solution of the
ACSE also has connections to the effective Hamiltonian and
unitary coupled-cluster methods [72,73] in which single uni-
tary transformations are applied to the Hamiltonian and the
wave function respectively.

The direct determination of the 2-RDM by the ACSE has
an important relationship with the variational calculation of
the 2-RDM [33,35-56]. A 2-RDM that is representable by an
ensemble of N-particle states is said to be ensemble
N-representable while a 2-RDM that is representable by a
single N-particle state is said to be pure N-representable. The
variational ~method, within the accuracy of the
N-representability conditions, constrains the 2-RDM to be
ensemble N-representable while the ACSE, within the accu-
racy of 3-RDM reconstruction, constrains the 2-RDM to be
pure N-representable. The ACSE and variational methods,
therefore, may be viewed as implementing complementary
approaches, based on pure and ensemble N-representability
perspectives, respectively, for the direct calculation of the
2-RDM.

Future research will (i) optimize the present implementa-
tion of the ACSE and (ii) explore the use of different initial
2-RDM’s to initiate the solution of the ACSE. In an opti-
mized form, the ACSE scales in floating-point operations as
r® and in memory as r* where r is the number of spatial
orbitals. While the calculations in this paper employ an ini-
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tial 2-RDM from the Hartree-Fock method, the ACSE
method permits the selection of any initial 2-RDM, including
a 2-RDM from a multireference self-consistent-field calcula-
tion. With this flexibility the ACSE method can be adapted to
treat strong multireference correlation effects that are often
important at nonequilibrium geometries. Building upon the
CSE, the ACSE yields 95%—100% of the correlation energy
and accurate 2-RDM’s. Both the accuracy and the
N-representability of the 2-RDM’s are controlled by the re-
construction without any additional purification. The ACSE
in conjunction with the variational 2-RDM method opens a

PHYSICAL REVIEW A 75, 022505 (2007)

new frontier for the accurate calculation of many-electron
quantum mechanics.
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