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We developed a method to determine the relaxation time of the innermost vacancies for highly ionized heavy
ions moving through the bulk. The method compares the intensities of photons emitted through the front and
back sides of a thin metal foil. Using foils with known thickness and x-ray absorption cross sections, we
directly obtained the mean x-ray emission depth, and thereafter the mean relaxation time. We present data for
the emission depth of highly charged 8.5q keV and 23.5q keV Pbq+ ions �q=53–58� impacting on thin Ta foils.
The mean relaxation time of M-shell vacancies is estimated to be between 22 and 68 fs, depending on charge
state of the projectile, which is about five times longer relaxation time than reported by Hattas et al. �Phys. Rev.
Lett. 82, 4795 �1999��. The experimental results are supported by a model calculation that combines
molecular-orbital calculation for the Pb54+-Ta interaction system with a rate-equation model for inner-shell
relaxation.

DOI: 10.1103/PhysRevA.75.012903 PACS number�s�: 34.50.Dy, 32.30.Rj

I. INTRODUCTION

Studies of highly charged ion �HCI�-surface interaction
�1�, e.g., electron �2–4�, x-ray �5,6� and energy-loss spectros-
copy �7,8�, and charge-state distributions of the scattered
projectiles �9–11� have contributed to understanding the for-
mation and stabilization of hollow atoms. This holds particu-
larly for the first stage of hollow atom formation when a
slow, highly charged ion is neutralized as electrons from the
conduction band are transferred over a potential barrier into
highly excited states of the ion. The hollow atom formation
is described by the overbarrier model �OBM� �12� and ex-
perimentally verified by measuring the influence of the
image-charge effect on the scattering angle �13�. Recent
studies of the interaction of HCIs with metallic capillaries
have revealed the stabilization of hollow atoms in vacuum
�14,15�.

According to the OBM, an ion with charge state q=55
captures the first electron at a distance about dc�59 a.u.
above the surface, into a state with the principal quantum
number n�49. The complete neutralization occurs promptly
as a large number of electrons �equal to the ion initial charge
q� is captured into high Rydberg states. The subsequent re-
laxation by Auger cascading is not fast enough for the ion to
be stabilized during the short approach time of a few femto-
seconds before entering the bulk. Experiments in the early
1990s showed that the relaxation of the projectile occurs

mainly below the surface �2,4�. For example, the Groningen
group studied Auger electron spectra emitted in the interac-
tion of 150 eV–20 keV N7+ with a Ni�110� metal monocrys-
tal �4�. Sharp KLL-Auger peak at the low-energy side of the
spectra was identified as above-surface emission while the
majority of electrons are emitted below the surface and form
broad peaks. Tuning the impact energy of the projectile �i.e.,
the above-surface relaxation time of the projectile� the ratio
of the above-surface to the below-surface Auger-electron
yield changes. In average, two electrons were found to be
present in the L shell of the projectile when a K Auger elec-
tron is emitted above the surface, and five are present, if
emission takes place below the surface.

Investigations based on Auger spectroscopy are limited to
the above-surface and the near-jellium edge regions due to
the energy loss of Auger electrons emitted inside the bulk
�the mean free path is about 1 nm�. Therefore, to investigate
the relaxation of projectiles inside the bulk, the detection of
x-rays is an alternative method. This is particularly the case
for high-Z projectiles due to the increased fluorescence yield.
Using x-ray crystal spectrometer, Briand and co-workers �6�
resolved the K satellites that correspond to different numbers
of L and M spectator electrons emitted in the interaction of
34 eV to 170 keV Ar17+ ions with a conducting surface. For
low-impact energy �order of �100 eV�, the projectile
K-shell vacancy is filled in the presence of a few L-shell
electrons, while for much higher energy �few keV� interac-
tion takes place mainly below the surface and L-shell filling
is faster. For example, in the KLx satellite spectrum �here, x
represents the number of spectator electrons in the shell�,
lines with more spectator electrons are present �5�x�8� for
high-projectile energy, while lines with larger number of va-
cancies �1�x�3� are dominant for the impact of projectiles
with decreased impact energy. The mean time for one cas-
cade is estimated to be in the order of 10−15–10−16 s �6�.

It has been proposed that the charge of the projectile is
screened below the surface by a dynamic screening cloud
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formed by conducting band electrons �16�. A calculation with
density functional theory �DFT� shows that for Ne hollow
atoms in aluminum, the screening cloud has the character of
the M shell. Electrons that form the screening cloud might
take part in the Auger relaxation process, i.e., the filling of
the innermost vacancies might also occur by the KLC Auger
transitions, where the screening cloud is denoted by C.
Moreover, the internuclear distance between projectile and
crystal atoms may become small enough to allow core elec-
trons to be promoted into the L shell of Ne �16�. The process
named side-feeding is an analogy to electron promotion �mo-
lecular orbital �MO�� in ion-atom collision �17�. Therefore,
the inner-shell vacancies relax either by radiative and nonra-
diative transitions or by direct filling from the target atom’s
inner shells.

Beside fundamental aspects, the investigations of the in-
teraction of HCI with solid surfaces are of genuine interest
due to possible applications. It has already been prompted in
the eighties that the high potential energy carried by HCIs
might be exploited for surface modifications. For example,
the use of potential sputtering for nanostructuring would
avoid unwanted damage caused by using fast ions. There-
fore, there is a quest for the exact time/depth scale for the
energy deposition. On the other hand, there are very few
direct experimental determinations of the relaxation time in
the bulk �18–20�. One of the first estimates of the total re-
laxation time has been derived from the final charge state
distribution of scattered ions �grazing angle collision of Oq+

ions with Au�110� surface� �9�. These authors observed that
charge-state equilibrium is reached within 30 fs that does not
depend on the projectile charge state. The Livermore group
reported a charge-state dependent energy loss of slow heavy
ions transported through thin foils �19�. The results indicate a
strong pre-equilibrium contribution to the energy loss of
slow HCI in solids, and the upper limit for charge-state equi-
librium of 21 fs is estimated. Later, the same group measured
charge-state distributions of HCIs �0.5�106 to 1�106 m/s
Xe33+ to Au68+� transmitted through thin carbon foils �20�.
The time to reach charge state equilibrium for Xe44+ and
Au68+ ions is determined to be about 7 fs. However, the
mechanism for such a fast equilibration is not known at
present. Note that within 7 fs all inner-shell vacancies have
to be filled, otherwise the charge state is going to increase
after the projectile escapes from the foil, due to Auger tran-
sitions.

In the following, we study the relaxation dynamics of
hollow atoms inside a solid using a method first described
firstly in Ref. �21�. The method directly provides the depth in
the bulk from where x-rays are emitted. Here, we detected M
x-rays from Pbq+ �53�q�58� ions hitting Ta foils. The ex-
perimental results of the emission depth are combined with a
trajectory simulation to obtain the slowing down of the ion in
the solid, to get the range, and to convert the length scale to
a time scale. We found that the relaxation time ranges from
30–60 fs. The obtained mean relaxation depths and times
were verified for different experimental conditions �e.g., pro-
jectile velocity and thickness of the foil�, where the slowing
down �range� and absorption were varied and the experi-
ments gave consistent results for the different parameters.

We used the relaxation model that was originally devel-
oped to explain above-surface neutralization �10� and com-
bined it with a molecular orbital �MO� calculation for the
Pb-Ta collision system for treating the relaxation of the pro-
jectile inside the bulk. The MO calculation gives the projec-
tile levels that are filled in close collisions with target atoms,
and from there the filling of inner atomic levels by radiative
and nonradiative transitions is modeled by coupled rate
equations. The calculated mean relaxation time is found to be
in fair agreement with the experimental results. However, the
relaxation model uses averaged transitions rates, and it is not
sensitive enough to predict the charge-state dependence of
the emission depth found in the experiment. We discuss pos-
sible processes responsible for the charge-state dependence
of the emission depth and propose that Coster-Kronig transi-
tions lead to a fast rearrangement of electrons within the
shell whereby high-j sublevels are emptied, and therefore,
the radiative rate gets reduced. Based on this argument, the
charge-state dependence of the emission depth is obtained
using a fitting procedure, where the lifetime of a single
M-shell vacancy runs as a free parameter �see the Appendix�.

II. EXPERIMENT

The experiment was performed at the Manne Siegbahn
Laboratory in Stockholm. The highly charged ions, produced
by an EBIS-type ion source named Cryogenic Stockholm Ion
Source �CRYSIS� �22�, were transported by an electrostatic
lens system over a distance of 10 m to the interaction cham-
ber. The charge state was selected by a dipole magnet, while
the charge state of Pb52+ ions �A=208� was calibrated by
He+ ions that are used for ion cooling during confinement in
the ion source. The vacuum in the beam line was
2�10−8 mbar. The pressure in the interaction chamber
�flight path around 30 cm� was in the upper 10−8 mbar range.
Therefore, the electron-capture probability from the rest gas
was low. The beam was collimated by a set of apertures onto
the target; one circular of 8 mm diameter and one ellipsoid
aperture �axis lengths 4 and 9 mm; the longer axis was ori-
ented parallel to a target holder�. The last aperture was posi-
tioned 2 cm away from the target to screen the target holder
from being directly hit by ions. Both the apertures and tar-
gets were isolated from the ground in order to monitor the
beam stability and the ion current on the target. Ratios of the
ion current measured at different checkpoints along the ion
flight path were kept constant during the run, and the fluc-
tuations of the beam current were normalized. The collected
charge per pulse was typically 4 pC, the pulse was stretched
up to 80 ms in order to avoid the pulse pileup in the signal
processing from the Si�Li� detectors. Perpendicular to the
incident beam direction two Si�Li� detectors �see Fig. 1�,
with energy resolution 170 and 180 eV at 5.9 keV, were po-
sitioned. The energy scales of the detectors were calibrated
using a 55Fe source that gives Mn �5.9 keV and 6.5 keV� K
x-ray lines, and by fluorescence lines of Ti �4.5 keV� and Si
�1.7 keV�.

The target holder was mounted on a standard manipulator
with 4° of freedom and oriented 450 relative to the ion-beam
direction, which allowed simultaneous detection of photons
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that escape through the back and the front surfaces of the
foil. In the following, we name the spectra that are related to
these two different target orientations back side and front
side. So we obtained two sets of spectra from Si�Li�1 and
Si�Li�2 �see Fig. 1�. During the measurement, we changed
the detection geometry by rotating the target back and forth
900 every 2 h �changes the Si�Li� detectors view between
back side and front side of the foil�, and the normalized
spectra were averaged over independent runs for the particu-
lar impact energy and initial charge.

The foil material was carefully selected to accomplish a
high photon-absorption cross section in the expected range
of x-ray energies, to avoid characteristic fluorescent lines and
to stop the projectile entirely. One target position remained
empty in order to check possible contributions of x-rays from
ions hitting the target frame. This contribution was found to
be less than 2%.

The accurate value of the foil thickness is crucial for the
data analysis. It was determined by using Rutherford back-
scattering �RBS� of 1.5 MeV protons and 2 MeV He+ ions.
Five independent runs were made for each foil �three runs
with a proton beam and two runs with a He+ beam�. The foil
thicknesses were determined using both the height �normal-
ized intensity� and the width �full width at half maximum,
�FWHM�� of the RBS spectra �23�. The thicknesses of the
foils used in the experiment were then calculated as the mean
value of the ten independent results �five from the height and
five from the width of the RBS spectra�. The thick Ta foil
�456±6 nm, in a sample holder with 9 mm diameter hole�
was self-supporting, while the thin Ta foil �65±1 nm, 9 mm
diameter� was evaporated on a carbon support �90 nm�.

In order to be able to determine the mean emission depth,
the projectile needs to be stopped inside the foil. It was
therefore important to estimate the range of the ions. The
penetration depth of Pb+ ions in the bulk was calculated by
the SRIM2000 program �24� �the 2000 version of commonly
used TRIM code �25�� for impact energies �8.5q keV, 53�q
�58�. An upper limit for the mean penetration depth of the
Pbq+ ions is found to be 40 nm.

III. ANALYSIS OF THE X-RAY SPECTRA

The difference of the intensity of front- and back-side
x-ray spectra is caused by different path lengths through the
absorbing material �Ta foil� as well as by different detection
efficiencies of the two Si�Li� detectors. Therefore, we intro-
duced two normalization functions. The geometrical function
takes into account the solid angle of the detectors. Both de-
tector solid angles �estimated initially from the geometry of
the setup� were about 0.12 sr. The data analysis showed that
the left Si�Li� detector was in fact closer to the target than the
right one by about 8%, giving a somewhat different geo-
metrical factor. The second normalization factor, named
photon-energy-dependent function corrects for the detection
efficiency of the detectors and for the photon absorption by
the target. Here, the target includes the target foil material
and beryllium window of the detector.

The data were first normalized using the high-energy parts
of the photon spectra �between 4 and 5 keV photon energy�,
where the correction by the photon-energy-dependent func-
tion is reduced �photon attenuation is between 20% and 10%
of the value at 2 keV�. The obtained geometrical factor was
thereafter used to determine the photon-energy-dependent
function. These iterations were repeated until the corrections
were negligible. The convergence was very strong; only a
few steps were needed. The influence of the background ra-
diation was also taken into account and the experimental
spectra were corrected.

FIG. 1. The schematics of the experimental setup �not to scale�.
Two Si�Li� detectors used in the present experiment are labeled as
Si�Li�1 and Si�Li�2.

FIG. 2. �Color online� Front-side �solid line� and back-side �dot-
ted line� x-ray spectra from the interaction of Pb55+ ions with a Ta
foil. Front and back sides are named according to the ion-beam
direction. �a� The spectra are corrected for the absorption in detec-
tor’s Be window and Si crystal; �b� back-side spectrum is corrected
for the absorption of the full Ta thickness; �c� the spectra are cor-
rected for appropriate photon path to achieve the best agreement.
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The normalization procedure is illustrated in Fig. 2 where
x-ray spectra emitted from the interaction of E=8.5q keV
Pb55+ ions with a tantalum foil of 65 nm thickness are plot-
ted. In Fig. 2�a� spectra of x-rays emitted through the front
side �solid line� and back side �dotted line� of the target foil
are shown. The correction for the absorption by the detec-
tor’s Be window �25 �m�, the dead layer of the Si crystal
�0.1 �m�, and the Au contact �100 Å� is made for both spec-
tra. Additionally, the back-side spectrum is corrected for the
absorption by the carbon support of the Ta foil. So far, no
correction is done for the absorption by the Ta. In Fig. 2�b�,
the back-side spectrum is corrected for the absorption by the
full thickness of the Ta foil, i.e., it is assumed that the x-rays
are emitted when the ions are still above the surface. The
poor overlap of front- and back-side spectra �see Fig. 2�b��
clearly shows that it is necessary to correct both spectra for
the proper absorption by the Ta foil.

The fitting procedure where the emission depth runs as a
free parameter results in overlapping front- and back-side
spectra. Figure 2�c� shows both spectra after the absorption
correction for the emission depth. The front-side spectrum
�solid line� is corrected by the calculated depth dem, while the
back-side spectrum �dotted line� is corrected for the
absorption by the remaining part of the target thickness
�dfoil−dem�. The same data analysis was carried through for
both thicknesses of the target foil �65 nm and 456 nm�, for
both ion energies �8.5q keV and 23.5q keV� and for all pro-
jectile charge states �53�q�58�. Values of the emission
depth obtained in independent runs were averaged.

In the error analysis, the influence of uncertainties in the
various contributions on the accuracy of the measured emis-
sion depth was estimated. First of all, the roughness of foils
was checked by means of secondary electron microscopy
�SEM�. We found that for the thicker Ta foil �456 nm� it was
below 0.5%, while the thinner one �65 nm� showed rela-
tively higher roughness, about 5%, where the periodicity of
these “waves” is in the order of micrometers. We argue that
the experimental results are not influenced by these rough-
nesses, i.e., they are “smoothed” as the size of the ion beam
was few millimeters. Second, the pileup of detected x-ray
signals was kept to a percent level by stretching out the du-
ration time of the bunch of the projectile beam. Finally, back-
scattered ions can influence the value of the emission depth
as x-rays could be emitted above the surface and increase the
yield of the front-side spectra. From SRIM calculation we find
that for 500 keV Pb impact under 450, 5% of ions are back-
scattered, which is a negligible amount.

IV. RESULTS AND DISCUSSION

This chapter is organized in the following way. The ex-
perimentally determined mean emission depths and corre-
sponding mean relaxation times are presented in Sec. IV A.
The theoretical modeling consists of two parts: the
molecular-orbital �MO� quantum mechanical calculations
�presented in Sec. IV B� give possible capture channels.
These are fed into the rate equation model for inner-shell
relaxation �Sec. IV C�. The model calculation reproduces the
mean relaxation time, but not the charge-state dependence of

the relaxation time seen in the experiment. In the following,
we discuss possible reasons that the model calculation repro-
duces the mean relaxation time but not the charge-state de-
pendence of the relaxation time, and we also give a compari-
son with previous results for the relaxation time �20�. In the
Appendix, we explain how the relaxation of the projectile is
analyzed for different charge states and the relaxation time
for M-shell vacancies is estimated. The charge-state depen-
dence of the mean relaxation time is reproduced by this fit-
ting procedure.

A. Mean emission depths and relaxation times

Figure 3 shows the dependence of the emission depth on
the projectile charge state, varied from q=53 to q=58 for an
energy of 8.5q keV. The data are presented for tantalum foils
with thicknesses of 65±1 nm and 456±6 nm. The mean
emission depths are determined as a weighted average of a
large number of independent runs, using the normalization
procedure described in Chapter 3. The results are arranged in
Fig. 3 and Table I. The value published previously �21� for
8.5 keV Pb53+ projectiles is also presented, and is found con-
sistent with the present data.

The mean ion range obtained using the SRIM2000 code is
presented as a horizontal arrow. The mean ranges increase
slightly from 37±18 nm for Pb53+ ions to 40±19 nm for
Pb58+ ions, due to an increase in the impact energy. The
range of 23.5q keV Pb55+ ions is found to be 93±42 nm �not
plotted in Fig. 3�. These trajectory simulations indicate that
the projectiles still move when the M x-rays are emitted.

The reliability of the applied technique is demonstrated by
the good agreement found for the emission depths for thin
�65 nm� and thick �456 nm� foils �500 keV Pb55+ ions�. It
should be noted, that for different energies of the projectile
�e.g., for Pb55+ with energy 8.5q keV and 23.5q keV�, the
projectile emission depths are different. However, the mean
relaxation time is the same �as shown later�, although the

FIG. 3. �Color online� Emission depth for 8.5q keV Pbq+ �53
�q�58� ions impinging on Ta foils �thicknesses were 65±1 nm
and 456±6 nm�. The mean ion range obtained using SRIM2000 code
is presented as a horizontal arrow. The line is drawn to guide the
eye.
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emission depth increases by about 50%, going from 8.5q
keV to 23.5q keV.

Note that M x-rays are emitted even for Pb53+ projectiles,
which do not have initial M-shell vacancies. The mechanism
for vacancy creation in Pb53+ via internal dielectronic exci-
tation �IDE� according to Refs. �21,26� is as follows: doubly
excited states, such as 3d94141� are energetically degener-
ated with singly excited states 3d10nl� �n�8� and this opens
up the M shell. The M vacancy may then decay as M x-ray.
IDE thus provides a channel for fast transfer of electrons
from high-Rydberg states 3d10nl� �n�8� to the N-shell
�3d94141��; therefore, the emission of M x-rays could occur
promptly and near the surface. Indeed, it has been reported
that photons emitted due to the IDE are emitted above the
surface �27�. More insights into these processes for Pbq+

studied by means of coincident photon detection will be pub-
lished elsewhere �28�.

The most striking result is that the emission depth shows
a counterintuitive charge-state dependence, i.e., the emission
depth decreases for increasing charge state of the projectile.
The measured values represent the emission depths averaged
over the depth of all emitted photons. It is clear that ions
with higher charge state �e.g., Pb58+� need more time to relax
completely. Therefore, it appears that the presence of more
M-shell vacancies speed up the relaxation and the first M
x-rays are emitted earlier than for the projectiles with lower
charge state �q�58�. The charge-state dependence of the
emission depth is discussed in details in the following sec-
tions and in the Appendix.

The experimentally determined mean emission depths
have been used in combination with classical trajectory cal-
culation SRIM2000 to determine the time scale for the relax-
ation. We followed a large number of projectile trajectories
through the solid �10 000 for each of projectile impact en-
ergy�, recording the coordinates and the energy of the pro-
jectiles for every collision with target atoms. The time scale
for relaxation has been extracted by gating the numerical
output of the simulation by the experimentally determined
mean relaxation depth. The mean relaxation times for Pbq+

�q=53,55,58� with energy 8.5q keV and 23.5q keV are pre-
sented in Table II. Similar to the charge-state dependence of
the mean emission depth, the mean emission time also de-
creases with increasing the number of vacancies in the M
shell. It reads from 22 fs for Pb58+ up to 68 fs for Pb53+ ions.
For the case of Pb53+ ions, the relaxation depth is close to the

mean ion range and the presented relaxation time is a lower
limit, as photons can be emitted when the ions are coming to
a stop. Note that the mean relaxation time �within the error
bars� is the same for both impact energies �8.5q keV and
23.5q keV� of Pb55+ projectile. The mean emission depth is
about 50% higher for 23.5q keV Pb55+ than for 8.5q keV
Pb55+, but the time scale for the relaxation remains the same.

B. Molecular orbital calculation

As explained in the Introduction, the filling of projectile
levels when it enters the bulk is effectuated by “side feed-
ing,” which can be treated by coupling between molecular
orbitals �MOs�. In order to find the levels for direct filling of
inner projectile shells, we performed MO calculations for the
Pb-Ta collision system. The computational details of this
method are presented elsewhere �29,30�, thus only a short
description is given here. The calculation was performed for
500 keV Pb54+ scattered on a Ta atom where the Bohr poten-
tial was used to calculate classical trajectory of the nuclei.
The electron dynamics is determined by a time-dependent
Hamiltonian. The wave function of the whole system is a
Slater determinant built from time-dependent single-particle
wave functions. The latter ones are expanded in a set of static
molecular orbital basis functions, which are only implicitly
time dependent. The explicit time dependence is contained in
the expansion coefficients �single-particle amplitudes�. The
basis functions are a solution of the static Dirac-Fock-Slater
�SDFS� equation. It has been solved self-consistently for 90
internuclear distances using the MO-LCAO �molecular or-
bital linear combination of atomic orbitals� method, provid-
ing single-particle energies. For every internuclear distance,

TABLE I. Emission depth as a function of the projectile charge state. The data are presented for Ta foils
with thicknesses 65 nm and 456 nm as well for two impact energies.

Pbq+ Emission depth �nm�

Charge state Thin target �65 nm� Thick target �456 nm�

�q� E=8.5q �keV� E=23.5q �keV� 8.5q �keV�
53 39±4 39±4

55 31±6 43±4

56 21±5

57 18±5 18±4

58 15±4

TABLE II. Relaxation time determined for ions with different
charge state and incoming energy.

Pbq+

Charge state �q�
Relaxation time �fs�

Energy=8.5q �keV� Energy=23.5q �keV�
53 68±10

55 50±8 42±4

56 35±6

57 30±5

58 22±4
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electrons are distributed into molecular states that correspond
to the asymptotical atomic ground states of the Ta atom and
Pb54+ ion �transition state population�. We neglected elec-
trons captured during approach to the surface. Using calcu-
lated single-particle energies and the dynamic coupling ma-
trix elements, the close-coupling equations were solved.
According to the molecular orbital calculations, a direct fill-
ing of the Q and R shells �n=7,8� of Pb is possible at about
3 a.u. �see correlation diagram in Fig. 4�. At internuclear
distances below 2 a.u., even a direct filling of the N shell of
Pb could take place. However, the N-shell filling has a low
probability in comparison to the filling of Q and R shells.

Note that the MO calculation provides a starting configu-
ration for the rate equation model. Further influences of the
solid environment are neglected. Thus Q and R levels can be
considered having the contribution of both bound and con-
tinuum states �31�.

C. Rate-equation model for inner-shell relaxation

The relaxation of the Pb ions inside the bulk is modeled
using rate equations. The model has been developed origi-
nally for above-surface neutralization of highly charged ions
�10�. It considers resonant filling �side feeding� of projectile
shells and their reionization by Auger transitions. The pro-
cesses included in the model are shown schematically in Fig.
5. To simulate the below-surface relaxation, several modifi-
cations of the original code have been made. First, the model
assumes that HCI will be promptly screened while entering
the bulk, according to the description of a dynamic screening
cloud �16�. Second, we use the result of the MO calculation
�instead of side feeding� as an input for the rate equations
and initially populate Pb levels with principal quantum num-
bers n=7 and n=8 equally with electrons. The model predic-
tions have also been tested for nonequal distributions of elec-
trons in these levels, but no significant dependence on the
initial configuration has been found. The relaxation occurs

mainly by nonradiative transitions. Radiative transitions are
considered only for the M shell. The model presumes that the
projectile remains neutral within the bulk, and the electrons
ejected due to the Auger and Koster-Cronig processes are
replaced by captured ones. These electrons are, at the begin-
ning, distributed into n=7 and 8 levels. Note that direct fill-
ing of lower levels of the projectiles can occur in a later stage
of relaxation when the projectile electron states are shifted
upward in energy due to the screening by already transferred
electrons and might come into resonance at states near the
Fermi edge. We allow for electron capture to lower levels
than n=7 and n=8, under the condition that the binding en-
ergy of the electron is in resonance with the conduction
band. Hydrogenlike levels were assumed by En�Zef f

2 /2n2,
where Zef f has been calculated using Slater’s rules for
screening �32�.

Most of the Auger transition rates for multiply excited
ions are unknown, thus a semiempirical scaling law has been
used. The Auger rate of multiply excited states �ijk is set to
be proportional to the number of vacancies nv

i in the lowest
transition level i and product of square roots of the number
of electrons in the levels j and k �ne

j and ne
k, respectively�,

i.e., �ijk��o
ijknv

i �ne
j�ne

k. A similar correction for the number
of equivalent electrons has been used by many authors
�7,10,12,16�. The value �o

ijk, i.e., Auger transition rate per
spin state is scaled as proposed by �o

ijk=�o /�n3.46 in Ref.
�12�, where �n is the difference of principal quantum num-
bers and �o is the adjustable parameter. When the involved
electrons are not in the same shell, the rate decreases by a
factor of 3 or 9, depending upon whether the electron’s prin-
cipal quantum number differs by 1 or 2, respectively. Radia-
tive rates, as well as Coster-Kronig rates, were verified in
Refs. �33,34�. A similar scaling law that accounts for the
number of active electrons, has been applied for these rates
��x

j→i��o
ijnv

i ne
j and �CK

ijj ��CKo
ijj nv

i ne
j�.

The fitting parameters �o, �o
ijj, and �CKo

ijj are adjusted to
reproduce the experimentally obtained ratio of the intensities
M� /M	=1.4±0.2. By setting �o=2�1012, typical Auger
rates are in the range 1014–1015 s−1, which is reasonable ac-

FIG. 4. �Color online� Correlation diagram for Pb54+-Ta system.
Initial tantalum levels are plotted as solid lines, while initial Pb
levels are plotted as dashed lines.

FIG. 5. Schematics of the processes included in the relaxation
model.
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cording to a recent calculation �35�. The used Coster-Kronig
rates are one order of magnitude faster than the Auger rates.
To activate a certain Coster-Kronig channel, e.g., NNO, the
binding energy of the O-shell electron is compared with the
separation of the j sublevels of the N shell, where the energy
of levels and sublevels with different angular momentum is
calculated assuming a hydrogenlike structure.

The time evolution of the shell population and mean re-
laxation time 
̄= ��Y�+	�t�tdt� / ��Y�+	�t�dt� is determined by
numerically solving the system of coupled differential equa-
tions �10�, where Y�+	 represents the time-dependent x-ray
yield. The time evolution of shell populations is presented in
Fig. 6 for Pb58+ ion. This charge state q=58 has been chosen
to minimize the effect of the creation of extra vacancies by
the IDE process. Figure 6 indicates that the initial highly
excited population decays to the ground state within
20–50 fs and the mean relaxation time is found to be
25±6 fs. This is in agreement with the relaxation time of
22 fs from the experiment. It is interesting that the model
predicts that the emission of M	 x-rays starts earlier than the
emission of M� x-rays, as soon as the first electron is trans-
ferred into the O shell, and dominates for some time over to
M� emission. Later, the number of electrons in the n=4 level
exceeds the number of electrons in the n=5 level, producing
finally M� /M	=1.4. This value �M� /M	=1.4±0.2� is about
five times larger than the value obtained by Chen and Crase-
mann �36� for atomic Pb. The ratio of their values for A�

o
=1.5�1013 s−1 and A	

o=0.2±1013 s−1 is 7.5 which indicates
that a large number of electrons in O shell is present when
the photons are emitted. The model predicts the fluorescence
yield of 3%, which is in agreement with the experiment �28�
and this justifies the transition rates used in the calculation.

The rate-equation model is not able to reproduce the mea-
sured charge-state dependence of the mean relaxation depth.
The x-ray rates were scaled with the product Y�+	�t�
�n3v�t�n4,5e�t� and this product is higher for the projectiles
with the higher charge state, but the gravity of Y�+	�t� is not
time shifted. We considered processes that might speed up N-

and O-shell filling for the ions of highest charge states used
here. We ruled out orbital crossings as a possible reason.
Also, the creation of an additional vacancy by IDE happens
in an early phase of the relaxation where high-Rydberg levels
are populated �21�, and more important, it occurs also for
ions with initial M-shell vacancies �27,28�.

The model does not account for different transition rates
�Auger, Coster-Kronig, radiative� of subshells. The typical
transition rates ordered according to the magnitude are from
1015–1016 s−1 for the fastest Coster-Kronig, down to
1014–1015 s−1 for Auger and 1013 s−1 for radiative transi-
tions. It is clear that Coster-Kronig transitions, which are one
to three orders of magnitude faster than Auger and radiative
transitions, will lead to the fast intrashell rearrangement.
Thus electrons in the high j subshells will be depleted rap-
idly. On the other hand, for Pb with vacancies in the 3d
subshell faster radiative transitions are in fact 4f-3d and
5f-3d. For example, the probability for an M5-subshell va-
cancy filling by a radiative transition that leaves the final
vacancy in N6 and N7 subshells is three orders of magnitude
larger than the probability for the transition where the final
vacancy is produced in the N1 or N2 subshell. Therefore, the
charge-state dependence of the relaxation depth can be ex-
plained by taking into account a competition between Coster-
Kronig and radiative transitions. The Pb58+ projectile has
four vacancies in the 3d subshell and the x-ray yield is sig-
nificantly higher than for projectiles with charge state
q�58 used here. An enhancement of Y�+	�t� distribution for
ions with increased number of M-shell vacancies thus exists
in the beginning of the relaxation process, i.e., at the moment
when the first electrons are transferred into N and O shells.
As soon as Coster-Kronig transitions become energetically
allowed, mainly low j subshells remain populated and the
average x-ray yield decreases by an order of magnitude.
Thus, the large numbers of photons for Pb58+ projectile are
emitted at the very beginning, when Coster-Kronig transi-
tions are still forbidden.

The multiplicity of involved transitions for different j lev-
els would make a model calculation very complex. That is
the reason why we considered shell average rates. The relax-
ation of the projectile was analyzed for different projectile
charge states in the Appendix. We calculated the emission
depths as a function of the charge state of the projectile �re-
lated to the number of vacancies n�, where we used the life-
time of an M-shell hole as a free parameter. The results from
the fits are presented in Fig. 7. The slope of the fitted line is
directly proportional to the lifetime of the M-shell hole in the
bulk. Note that one extra vacancy is added in the M shell
�see Refs. �21,26–28�� for all initial charge states to include
the IDE process. The model fit of the experimentally deter-
mined multiple photon emission �the integrated relaxation
time of 30 fs to 60 fs� gives the relaxation time of a single
M-shell hole of 30–60 fs. The emission depth and the cor-
responding integrated relaxation time show the measured
charge-state dependence �Fig. 7�.

The present values for the relaxation time are three to six
times longer than those published in Ref. �20�, where it is
stated that highly charged ions reach the equilibrium charge
within less than 10 fs. Using the isolated atomic Auger and
radiative rates, the total relaxation time would be much

FIG. 6. �Color online� Time evolution of the shell populations of
Pb58+ ion inside the bulk.
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longer �order of ps�. The time to reach the equilibrium charge
cannot be shorter than the mean relaxation time of the
M-shell vacancy, as the M-shell vacancy relaxation by Auger
transition creates a hole in the upper shell. Hattas et al. �20�
estimated that the screening cloud is formed after a few fs
and that for Au68+ ion at least �100 transitions have to take
place within 7 fs. The typical Auger transition rates of
1015 s−1 are too slow for getting 100 transitions in 5 fs. It has
therefore been suggested that multiple-transition cascades
proceed �20�.

In spite of the difference in relaxation times, we think it
may be possible to explain the result of both experiments by
a common model for the relaxation. The different projectile-
target combinations �Auq+-C and Pbq+-Ta� and different ex-
perimental situations �ions transmitted through the foil and
ions stopped in the bulk� need to be taken into account. First,
higher n-levels are initially populated in the Pbq+-Ta interac-
tion as compared to the Au68+-C foil interaction �n=5–6�;
therefore, more steps are necessary to populate the inner
shell. Additionally, in the present case, the complete relax-
ation occurs in the bulk, while Hattas et al. measured the
charge-state distribution of ions transmitted through the foil
�20�. On the trajectory after the ion escapes from the solid,
relaxation can occur mainly by radiative transitions, which
would make the time to appear shorter as there is no increase
of the final charge state.

V. CONCLUSION

We measured the depth where HCIs relax by x-ray emis-
sion inside solids. We found a mean emission depth of typi-
cally 50 to 100 atomic layers inside the bulk and a significant
decrease of nearly a factor of 3 of the depth with increasing
the charge state of the projectile. The experimental results for
the emission depth were combined with classical trajectory
calculations for getting a mean filling times of M-shell va-
cancies, which is a measure for the relaxation time of the
hollow atom inside the bulk. Values reaching from 22 fs for

Pb58+ projectiles up to 68 fs for Pb53+ projectiles were ob-
tained, which are much longer than previously determined by
a different method for a different system �20�.

We interpreted the results by a two-step relaxation-
dynamics model. MO calculations provide initial configura-
tions for the hollow atoms in the bulk. The decay is then
simulated by a rate-equation model. This results in a mean
relaxation time that is in agreement with the experimental
value. On the other hand, the charge-state dependence of the
relaxation time cannot be explained by the rate-equation
model. We propose that higher x-ray yields for projectiles
with increasing q occur when N and O shells are populated
with very few electrons and the Coster-Kronig transitions do
not play a significant role. Additionally, a multiple emission
of photons is fitted using the analytical equation and a mean
decay time of the single M-shell vacancy is obtained to be
about 40 fs.
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APPENDIX: RELAXATION TIME FOR A SINGLE
M-SHELL VACANCY

The emission-depth decrease with increasing projectile
charge state seems counterintuitive, as it should take a pro-
jectile with a higher charge state longer depth/time within the
bulk to relax. There is, however, the consideration of the
sequential radiative decay of inner-shell vacancies on the
path and the difference in the absorption of the photons on
the way out of the bulk.

We start with ions with only one M hole. The measured M
x-ray intensity is then related in the following way to all
photons emitted by the ions, attenuated by the target absorp-
tion �21�:

If/b = Ioe−�mxf/Xb�� f/b�E� , �1�

where Io is the initial x-ray intensity, �m absorption cross
section, xf/b average emission depth, and �� f/b�E� are the
solid angles of x-ray detectors at the front and back sides of
the foil. Here, xf +xb=D is the thickness of the target foil.

If an ion has n1 M-shell holes, then it can emit up to n
x-ray photons, which will be emitted sequentially in time,
i.e., along the ion path at different xf/b and the front- and
back-side intensities are

If/b = 	
k=1

n

Io
ke−�mxf/b

k
�� f/b

k �E� . �2�

If the kth photon is emitted with the delay of 
k after the first
one, then the ion moves �Xk=�0


kvx�t�dt and the emission
depths can be written in the form xf

k=xf
1+�Xk and

xb
k =xb

1−�Xk.
Insertion of xf/b

k into Eq. �2� gives

FIG. 7. �Color online� M-shell vacancy lifetime as a function of
the initial number of M vacancies. The model fit shows that with
increasing number of M vacancies, the mean lifetime is decreasing,
with the same tendency as seen in the experiment.
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If/b = e−�mxf/b
1 	

k=1

n

I0
ke−2�m�Xk�� f/b

k �E� . �3�

The last equation has been solved analytically to find the
depth where the first hole is being filled,

xf
1 =

D

2
−

1

2�m
ln�If/Ib� +

1

2�m
ln
	

k=1

n

I0
ke−�m�Xk

�� f
k�E�

	
k=1

n

I0
ke�m�Xk

��b
k�E� � .

�4�

In order to compare this formula to the experimental data,
we made two assumptions: �i� all ions are uniformly decel-
erated through the bulk where the deceleration ax was calcu-
lated from a mean penetration depth L �obtained by the SRIM

program� as ax=Ei /ML �here M and Ei are the projectile
mass and ion energy, respectively�; and �ii� the mean fluo-
rescence yield can be included in the M-hole lifetime and
this does not depend on the initial number of M-shell vacan-
cies. The later approximation is very rough, but it is chosen
to make a simple estimate of the relaxation time, based on
the measured data. The result of the model fit is presented in
Fig. 7.
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