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Laser-cooled atoms as a focused ion-beam source
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The evolving field of nanofabrication demands that more precise fabrication and evaluation tools be devel-
oped. We describe a method for creating a high quality focused ion beam with enhanced capabilities using an
ion source based on laser-cooled neutral atoms in a magneto-optical trap. This technique will improve resolu-
tion and brightness beyond the current state of the art, can be used with the full range of atomic species that can
be laser cooled and trapped, and will allow unprecedented control over the ion emission, allowing, for ex-
ample, the production of single ions “on demand.” We give estimates for the emittance and present a realistic
ray tracing analysis of a basic focusing system demonstrating the feasibility of focusing the beam to a spot size

of less than 10 nm.
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I. INTRODUCTION

As the field of nanotechnology advances, the need for
new tools to perform precise tasks on the nanometer scale
will continue to grow. In particular, it will become crucial to
extend the capabilities of high brightness ion beams. Increas-
ing the brightness of such beams will allow finer resolution
with higher current improving both the fabrication and the
imaging of nanoscale devices. Extending the range of ele-
ments that can be used to create ion beams will broaden both
the fabrication and imaging possibilities of focused ion
beams through, for example, enabling the use of inert species
such as rare gases. Finally, having precise control of the po-
sition and number of ions within the beam allows for deter-
ministic doping which will be necessary for the fabrication
of a variety of nano-devices such as spin based quantum
computers [1], single-atom transistors [2], single photon
emitters [3], and single atom probes [4].

We propose an ion source that can accomplish all of these
goals simultaneously. The magneto-optical trap ion source
(MOTIS) is based on the ionization of magneto-optically
trapped laser-cooled atoms. Due to the low temperatures as-
sociated with laser cooling, the ion beam originating from
the MOTIS has a narrow angular spread (of order 10 urad)
and hence has a low emittance. This, in combination with the
large currents achievable due to the high loading rate of a
magneto-optical trap, means the MOTIS is a high brightness
source that is capable of high current, high-resolution beams.

In addition to improving upon existing technology, this
source expands the capabilities of focused ion beams to per-
form tasks that are important to the burgeoning field of nano-
technology. As the number of different atoms that can be
laser cooled is quite large, using a MOTIS opens the door for
many more atomic species to create ion beams. It is also
possible to have greater control of the source current using
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advanced laser cooling techniques. This will allow for pre-
cise doping of samples down to the level of single ions with
nanometer resolution.

In this paper, we describe the photoionization process that
converts the magneto-optically trapped neutral atoms into an
ion source. We give estimates, based on the initial size of the
ion cloud and the energy distribution, that show the resulting
beam has a low emittance. We also present a realistic ray
tracing analysis of a simple focusing system and demonstrate
that it is possible to focus the beam to a spot size of less than
10 nm.

II. BACKGROUND

For roughly 30 years, high-resolution focused ion beams
(FIBs) have proven useful for a variety of tasks such as mi-
croscopy, lithography, micromachining (ion milling and ma-
terial deposition), and dopant implantation [5]. Over the
years, a number of ion sources have been developed for FIB
applications, including gas-phase [6], plasma [7], and liquid
metal [8]. Of all the sources developed so far, the liquid-
metal ion source (LMIS) has proven the most useful and is
the most widely utilized today. The usefulness of the LMIS,
while being due in part to its practicality of implementation,
stems fundamentally from its very high brightness. This
brightness allows the production of focused ion beams with
spot sizes on the order of 10 nm while maintaining currents
in the range of 1 to 10 pA. These characteristics give FIBs
the necessary resolution and ion currents to perform a range
of state-of-the-art nanotechnology tasks, making them an in-
dispensable component of today’s nanotechnology toolbox.

Despite their widespread use, existing ion sources do pos-
sess some limitations that impede progress toward broader
applications and higher resolution. Because of the need to
wet a tungsten tip with a liquid metal, the number of differ-
ent ionic species that can be implemented in an LMIS is
somewhat limited. Ga is by far the predominant element
used, though other species, including Ag, Al, Be, and Cs,
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have been demonstrated [5]. These often require special con-
ditions, such as a very hot tip or mass separation elements in
the optics column, and tend to have less output current, so
their applications are limited. The LMIS also suffers from an
extremely large energy spread, more than several eV, which
is generally considered attributable to space charge effects
occurring in the very small emission area on the surface of
the emitter [9]. This energy broadening leads to chromatic
aberration in the focusing optics that form the focused ion
beam, limiting the achievable resolution and forcing a trade-
off between beam current and resolution. Gas-phase sources
address some of these problems in that they can operate with
light elements and have a narrower energy spread, on the
order of 1 eV, but the current is significantly less, they do
not work with heavy elements, and they are more compli-
cated to operate. Plasma sources also overcome some of the
problems of the LMIS, but the brightness is orders of mag-
nitude less than the other two sources. A further practical
issue relevant to liquid metal and gas-phase sources is that
the nanometer-scale effective source size, required for the
existing sources to have high brightness, translates into a
very acute sensitivity to source positional stability, which
becomes an issue in the construction of a FIB system. For
these reasons, it is desirable to investigate alternative sources
of ions for FIB applications that combine all the desirable
characteristics into one source: high brightness; implementa-
tion of various ionic species, both light and heavy; low en-
ergy spread; and brightness not solely due to a tiny effective
source size.

In considering a source, the key attribute that must be
examined is the source brightness, since a high brightness
allows a small focal spot with high current. The brightness of
a source is inversely proportional to its phase space area,
which is given approximately by the product of the cross
sectional area of the source and the angular spread of the
ions emitted. A high brightness source can thus be obtained
by either a small effective area or angular spread. The
present ion sources attain their brightness primarily through
making the effective source size extremely small. For ex-
ample, the effective source diameter for a gallium LMIS is
on the order of 50 nm [10]. With such a source size, the
LMIS achieves a phase space area of order 10~'> cm? sr, de-
spite the fact that it has a fairly large angular spread with a
half angle of roughly 25° [11]. The other existing sources
tend to have similar properties. The gas-phase ion source has
an effective source size on the order of 1 nm and an angular
spread of approximately 25° [12], while plasma sources have
a larger effective source size of 3-5 wm and an angular
spread of around 6° [7].

In this paper, we discuss the magneto-optical trap ion
source (MOTIS), an ion source that attains very high bright-
ness by concentrating on reducing the angular spread of the
ions rather than the source size. The source is based on the
ionization of magneto-optically trapped laser-cooled neutral
atoms. In contrast with the source proposed by Freinkman et
al. [13], which relies on ionization of a laser-cooled atomic
beam, the MOTIS takes advantage of the magneto-optical
trap’s ability to produce clouds of neutral atoms as small as
10 um in diameter with temperatures in the range of
100 uK. Such a cloud of atoms, when ionized and acceler-
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ated, can result in an extremely bright ion beam. This bright-
ness comes from an extremely narrow angular spread which
is a direct consequence of the very cold temperature of the
atoms. For this system, the angular spread of the beam goes
as the square root of the ratio of the temperature to the beam
energy. Therefore, for a source at 100 uK (=10 neV), the
spread can be as low as 10 urad for a beam energy of
100 eV. Coupled with a source size on the order of tens of
micrometers, this leads to a phase space area on the order of
107! ¢cm? sr. This estimate is an order of magnitude smaller
than what is possible with existing sources. Thus, in prin-
ciple, it is possible to create focused ion beams from a MO-
TIS with a resolution that is much better than present
sources.

In addition to having the potential for better than state-of-
the-art resolution performance, the MOTIS can provide a
broader choice of elements and a lower energy spread than
present sources. To date, laser cooling has been demonstrated
for the alkali metals Li, Na, K, Rb, Cs, and Fr, the alkaline-
earth metals Mg, Ca, and Sr, the metastable noble gases He,
Ne, Ar, Kr, and Xe, the metals Al, Ag, and Cr, and the rare
earths Er and Yb. This range of elements opens possibilities
for doping and deposition, where the choice of element is
crucial, and it is also advantageous for microscopy and mi-
cromachining where having the choice of a light or heavy
element is desirable. Because of the extremely low tempera-
tures of MOTIS ions, the energy spread is dominated by the
extraction potential gradient across the finite source size.
With typical source sizes, widths of 100 meV or less are
possible, greatly reducing the effects of chromatic aberration
and making the design of focusing optics less demanding.
Additionally, the low energy spread allows the beam to be
focused to the nanometer scale at energies much lower than
conventional ion sources. This opens possibilities for much
better control over the implantation depth of ions and the
size of the damage regions associated with ion milling.

Perhaps the most interesting qualities of the MOTIS are
the capabilities that are not possible with any other source. A
consequence of the fact that a MOTIS begins with trapped
neutral atoms is the simultaneous production of electrons and
ions from the same source volume [14]. Therefore, assuming
an appropriate optical design, with a simple reversal of volt-
age polarity, the ion source can be changed into an electron
source. We should note that the lighter mass of the electron
makes it more sensitive to stray fields and space charge ef-
fects making an electron source based on magneto-optically
trapped atom more demanding. However, as discussed in
Ref. [14], a useful beam of electrons can still be produced.
This adds a major degree of flexibility to the source, and
opens possibilities for combined imaging and doping or ma-
chining with a single source.

The MOTIS can also exert degrees of control over the ion
beam through advanced laser cooling techniques. For ex-
ample, the implementation of atom-on-demand techniques
[15] would allow the controllable production of only a single
ion at a time with greater than 99% probability. The result
would be a deterministic source of ions that can be deposited
at will within the resolution of the focused beam. Such a
capability, which is impossible with present ion sources,
would prove useful in a variety of technological and scien-
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tific applications, such as controlled doping of nanostruc-
tures, fabrication of single-photon sources, and quantum in-
formation processing [16].

II1I. SOURCE PERFORMANCE ESTIMATES

The starting place for determining the quality of a beam
produced from a MOTIS is a description of the cold neutral
atoms in a magneto-optical trap (MOT). A MOT [17] can be
created with any atom that has a closed (or nearly closed)
strong optical transition in which the upper level has one unit
of angular momentum more than the lower level. The geom-
etry consists of three orthogonal pairs of counterpropagating
laser beams intersecting at the center of a quadrupole mag-
netic field. The wavelength of the laser light is tuned close to
but just below the resonance of the atom in use, creating a
velocity-dependent force which slows the atoms. The mag-
netic field contributes position dependence to this force, cre-
ating a trap center within the overlap of the laser beams.
While the detailed behavior of a MOT is somewhat complex,
and more detailed discussions can be found elsewhere
[18,19], for present purposes it is sufficient to work with
typical characteristics found in most common MOTs. Gener-
ally speaking, the atomic cloud has a nearly Gaussian distri-
bution in three dimensions with a diameter that can range
from 10 um to a few millimeters, depending on the magnetic
field gradient, the light intensity, and the number of atoms in
the trap. The temperature of the atoms is generally governed
by the Doppler temperature associated with the laser-cooling
transition, given by Al'/2ky, where I is the natural transition
rate for the cooling transition and kg is Boltzmann’s constant.
This temperature is typically of order 100 uK (=9 neV) for
most MOTs. While the Doppler temperature is generally cold
enough for generating a high quality beam of ions, we note
that, if desired, significantly colder temperatures can be
achieved by applying more sophisticated laser cooling tech-
niques, such as polarization-gradient cooling [20]. The
steady-state number of atoms in a MOT can vary greatly,
depending on the load rate and the loss rate, with maximal
values greater than 10° atoms. Maximum densities are of or-
der 10'" atoms/cm?, limited ultimately by a repulsive force
due to rescattering of spontaneously emitted resonant light
and light assisted collisions [18]. As will be shown, these
conditions can lead to ion currents in the nanoampere range.

In order to utilize the neutral atoms as an ion source, they
must be converted into ions. The most efficient means of
doing this is through photoionization, in which a high energy
photon ejects an electron from an atom, leaving behind an
ion [21]. This is accomplished by directing a laser beam at
the atom cloud with photon energy equal to or greater than
the difference between the excited state of the atom and the
continuum. It is important that the photon have only the
minimum energy necessary to accomplish this task for sev-
eral reasons. First, this provides a means of selectively ion-
izing the atoms within the MOT. The photons only have
enough energy to ionize excited-state atoms, ensuring that
background atoms that are not in the MOT are not part of the
ion beam. Secondly, any excess energy from the photon gets
converted into kinetic energy of the ion-electron system.
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While the ion, being orders of magnitude heavier than the
electron, receives little of the excess energy, it nevertheless
can receive an amount that is substantial relative to the ex-
tremely cold temperatures involved. This excess energy re-
sults in a momentum kick to the ion in a more or less random
direction. The result for a collection of ions is an increase in
the width of the velocity distribution in both the longitudinal
and transverse directions and hence an increase in the energy
width. As an example of how large this effect can be, a gas of
cold chromium atoms at 100 uK that is ionized by photons
tuned 100 GHz (400 weV) above the ionization threshold
will have its energy width increased by a factor of 2, which
is enough to reduce the quality of the ion beam. It should
also be noted that it is not necessary to use only a single
photon ionization process. Multiple photons with an energy
sum equal to the ionization threshold can be used for the
same purpose. This can be done nonresonantly or resonantly,
where an intermediate excited state of the atom is used.
There are two useful quantities that characterize the qual-
ity of an ion beam, the normalized emittance & and the
brightness B. The unnormalized emittance is a measure of
the phase space occupied by the beam, and is defined as [22]

s3] o)

where x and x’ are the transverse position and angular coor-
dinates of the beam and the integration is over the position
and angular distributions. This value will change with the
beam energy; therefore, it is more useful to use the normal-
ized emittance which is simply the emittance scaled by the
square root of the beam energy U

(1)

(2)

It can be shown that the normalized emittance is an in-
variant quantity along a focusing column (neglecting aberra-
tions and space charge effects) which allows for comparisons
between different systems. Also, by knowing this value, it is
possible to determine the final resolution of a system [11].
For a source in a field-free region with a Gaussian spatial
distribution characterized by a standard deviation, o, (1/ve
radius), and a Maxwellian velocity distribution in the x di-
rection characterized by a temperature 7, Egs. (1) and (2)
reduce in the small angle limit to

[kgT
e =0\ ——.
2

Applying this expression to a chromium MOT with o,
=5 pm and T=100 pK, Eq. (3) yields a value of £,~3.3
X 10”777 mm mrad\MeV. This normalized emittance is three
times smaller than the measured normalized emittance value
of £,~10.7 X 10”777 mm mrad\MeV for a gallium LMIS op-
erated in high resolution mode [23]. It is important to note
that for the LMIS to reach its lowest emittance, the beam
must be apertured, a process that reduces the current output
to the order of 10 pA. For the MOTIS, the emittance is not
reduced through aperturing, and therefore the emittance (and
hence resolution) is independent of the current, provided
space charge effects are negligible.

' [y
g, =g NU.

3)
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Using the emittance, we can calculate the expected attain-
able spot size with a MOTIS, assuming it is coupled with a
typical focusing column. For a perfect lens, the spot size is
entirely dictated by the emittance of the ion beam, but for a
realistic lens, aberrations limit the final resolution. Spherical
aberration and chromatic aberration are the leading effects
that limit the resolution of FIBs. The final spot radius r, is
taken to be a root-power-sum of the various contributions
including the radius due to spherical aberrationdss rg,, the
radius due to chromatic aberration rc,, and the emittance
limited radius Femiyance [24]- Spherical aberration effects de-
pend on the emission half-angle of the source, «, and con-
tribute to the spot size according to

1
rSa= ECSAa’S» (4)

where Cg, is the spherical aberration coefficient [11]. While
chromatic aberration is a major component of the spot size in
conventional FIBs, it is completely negligible in the MOTIS
because of the very low energy spread. Neglecting the chro-
matic aberration contribution, it can be shown that the mini-
mum spot size for a given normalized emittance is

_ A 31471318
Total = YCsa€8™ U, (5)

where vy is a numerical factor of order unity [25]. Using Eq.
(5) with the above calculated emittance, a beam energy of
1 keV, and assuming a realistic spherical aberration coeffi-
cient of 200 mm rad=> [26], we calculate a spot radius of
approximately 3.8 nm.

While emittance highlights the quality of the beam,
brightness measures the useful current that can be focused
into a spot. It depends on the amount of current / that is
emitted from an area A into a solid angle () and takes the
form [9]

B &1
T dQdA”

(6)

Since the solid angle can change as a function of beam en-
ergy, a more useful quantity is the normalized brightness (3
=B/U. The normalized brightness is related to emittance by
[22]

p=——, )

£,8,

where &, and e, are the emittances in the two orthogonal
directions transverse to the direction of propagation. This
quantity is also invariant along the focusing column. There-
fore, by knowing the brightness of a source it is possible to
calculate how much current can be focused into a spot.

In order to calculate the brightness of a MOTIS, it is
necessary to know the amount of current it can provide. The
instantaneous current at a given time is given by the MOT
population Nyot, multiplied by the photoionization rate r;,,
and the elementary charge e (assuming single ionization).
Nyor 1s determined by a rate equation that includes a loading
term R, and loss terms associated with photoionization
and the normal MOT lifetime 7o due to other losses:
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Nuot(®) = Rioaa = FionNumot(t) = Nuor(D)/ Tyor- (8)

Under steady-state conditions, the solution to this equation is
NMOT=R10adT’ N where 7', = TMOT/(I +ri0nTMOT). The resulting
steady-state current is

Iss = eTionR0aa T - 9)

It is interesting to note that for r;,, o> 1, the MOT life-
time and ionization rate become immaterial, and the steady-
state current reduces to eR),q.

Thus, to calculate the current from a MOTIS, it is neces-
sary to know R4, T™mor> and 7. Rigq can vary widely,
depending on the atom flux from the source, and MOT pa-
rameters such as magnetic field gradient, and laser power and
detuning. Generally, the highest values that have been seen
are of the order 10° atoms per second. The MOT lifetime can
also range widely, depending on the atomic species and
vacuum environment. Values up to several seconds are not
uncommon, but lifetimes as short as a few milliseconds are
also seen, for example, with an atom such as Cr, where there
are optical leaks [27]. The photoionization rate is given by

T cer
rionzpe%’ (10)

where p, is the excited state fraction, o is the ionization cross
section, I, is the ionization laser intensity, and A\ is the
wavelength of the ionization laser [28]. This rate also clearly
depends on the specifics of a given situation, but a generic
maximum value of 2.5X 10 s™! can be estimated, assuming
p,=0.25, 0=10""% cm? A=500 nm, and a laser with 1 W of
power in a beam with 1/¢? radius of 5 um.

To make a generic estimate of the maximum possible con-
tinuous current from a MOTIS, we set R),,q=10° atoms per
second, myor=1s, and r,,,=2.5X 10° s7!. These values re-
sult in a current of 160 pA. We note that this scenario is well
into the r;,,Tmor>>1 regime, and the current is determined
solely by the load rate. It is also interesting to note that the
steady-state MOT population is only 400 atoms in this sce-
nario, and the density of such a MOT with a 5 um standard
deviation is 7 X 10'° atoms/cm? [27]. The normalized bright-
ness in this case, as calculated from Eq. (7), is 1.5
X 10" A cm™2 sr7! MeV~!.

The MOTIS can also be operated in a pulsed mode, which
might be advantageous because the MOT magnetic field can
be gated off during ion extraction, and also because higher
currents can be obtained, albeit for short periods of time. In
this mode, the MOT is allowed to reach a steady-state popu-
lation Nyjo1=R)0ad™moT With the photoionization turned off.
Then the magnetic field is turned off and the photoionization
laser is turned on long enough to ionize a significant fraction
of the atoms. The trap is then allowed to reload, which takes
a time of order 7yor. The current in this scenario is given by

I(t) = erioanoadTMOTeXp(_ t/Tl)s (1 1)

where the ionization is turned on at t=0. The quantity of
interest to calculate in this case is the average current per
pulse. For example, if the photoionization laser is turned on

063416-4



LASER-COOLED ATOMS AS A FOCUSED ION-BEAM SOURCE

with a pulse width equal to 7', the average current for the
pulse is given by

Ipulse =0.632eri04R10ad TMOT- (12)

Inserting the above generic maximum values into Eq. (12)
results in an average pulse current of 0.25 mA. While this
current is quite high, the average pulse brightness is in fact
limited in this case, because the MOT density is limited to a
maximum of 10" cm™3. This density limit governs the mini-
mum size of the MOT, given the number of atoms Nyt
=R)paaTmot that accumulate in the MOT when the ionization
pulse is off. For the present example, we have Nyqr=10°
atoms, which, when combined with the density limit, re-
quires the MOT to have a standard deviation no smaller than
610 um. Despite this larger MOT size, the average pulse
brightness is still quite high at 1.6X10" A cm™2sr”!
MeV~!, a value that is two orders of magnitude higher than
the steady-state value.

In addition to estimating generic maximum values, it is
also of interest to make estimates for a different scenario,
one that is closer to planned experiments in our laboratory.
For this example we consider Cr atoms with Ry,q=10% atoms
per second, 7yor=0.01 s, and r;,,=2.5 X 10* s™! [29]. These
parameters still correspond to the r;,, Tyop>>> 1 regime, so the
steady-state current is eR;,q=16 pA. The number of atoms
in the MOT is now 4 X 10*, which dictates a standard devia-
tion of 10 um, based on a maximum density of 10'' cm™.
The resulting steady-state brightness is 3.7X10°A
cm™2 sr™! MeV~!. Calculating for the pulsed mode, we as-
sume as above a pulse width equal to 7’ (40 us in this case),
and obtain a pulse-averaged current of 2.5 nA. Nyor in this
case is 10°, resulting in a MOT standard deviation of 60 um,
because of the constraint on MOT density. The pulse-
averaged brightness is then 1.6 X 10'© A cm™ sr™! MeV~!.

The calculated values for these scenarios show that the
MOTIS is indeed a high brightness source when operated in
either a continuous or pulsed mode. Currents can be obtained
that are more than an order of magnitude greater than the
typical current of 10 pA obtained from an LMIS in high
resolution mode, and predicted brightness values are signifi-
cantly larger than the measured brightness values of a gal-
lium LMIS (5.8 X107 A cm™2sr™! MeV~! [30]), gas-phase
ion sources (2.0 X 10'® A cm™ sr™! MeV~! [31]), and plasma
sources (10° A cm™2 sr™! MeV~! [7]).

In both steady-state and pulsed modes of operation, there
is the possibility of forming an unwanted background ion
beam by two photon ionization of background gas atoms that
are not part of the MOT. This multiphoton ionization can
occur with either the MOT cooling and trapping light or the
photoionization laser. In the case of multiphoton ionization
of background atoms with the MOT light, the rate should be
negligible. The intensity of the cooling and trapping light is
over 6 orders of magnitude less than the photoionization la-
ser resulting in a correspondingly lower ionization rate. In
the case of multiphoton ionization of background atoms with
the photoionization laser, the rate for this process to happen
is strongly dependent on whether or not there is resonant
enhancement. In the case of no resonant enhancement, the
two photon ionization rate is approximately the single pho-

2
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ton ionization rate squared divided by the frequency of the
photon used. This is a reduction of approximately 11 orders
of magnitude. If an excited state of the atom is near the
energy of the ionization photon, a resonant enhancement can
increase the two photon ionization rate. In this case, the ion-
ization rate is approximately the single photon ionization rate
squared divided by the frequency difference between the ion-
ization laser and the resonant energy level. For a frequency
difference of 1 GHz, this corresponds to a reduction of ap-
proximately 5 orders of magnitude. It should be possible to
set the frequency of the laser such that the rate is exceedingly
small and can be neglected. In either case, two photon ion-
ization should be an insignificant effect.

It is also worth discussing the effect of the magnetic field
necessary for formation of the MOT. While this field can be
turned off during ion extraction in the pulsed mode, its ef-
fects must be considered if the source is to be operated in a
continuous mode. A typical quadrupolar magnetic field used
to create a MOT has a gradient of =0.2 T/m. The ion beam
optical axis can be aligned with the field such that the veloc-
ity of the ions is parallel to the magnetic field, and hence,
minimize the force on the ions. Since the beam does have a
finite width, the ions will experience a small magnetic field
perpendicular to their velocity. Based on a typical magnetic
field gradient and a beam diameter of 50 um the ions will
see a peak magnetic field value of about +5 uT at the edges
of the beam. The primary effect of this field is a small de-
flection, as well as a “twisting” of the beam around the axis
of propagation. The size of the deflection depends on the
beam energy and specific geometry of the ion optics. For the
model system discussed in the next section, we estimate a
deflection magnitude of about 2 um. This deflection can be
compensated by either electrostatic deflector plates or auxil-
iary magnetic field trim coils. Alternatively, the sample can
be moved to match the position of the beam, so any deflec-
tion should not be a serious problem. There may, of course,
be second order effects on the size of the focus that will need
to be considered if the continuous mode is implemented.

In the discussion of emittance and brightness of the MO-
TIS so far, we have not taken into account the effects of
space charge. For any ion source, mutual repulsion of ions
within the beam causes some amount of beam expansion,
resulting in a larger emittance, and also energy broadening.
Whether these effects are negligible or not depends on the
current density in the beam. In most situations the region of
highest current density, usually located at the source, is the
dominant source of space charge spreading and energy
broadening [11]. A complete analysis of space charge effects
is a complex task involving intensive calculations and is be-
yond the scope of this paper. We can, however, compare the
MOTIS with other sources and carry out simple estimates to
get some sense of how serious the effects are.

Based on the current estimates described above, we can
calculate that the MOTIS has a maximum current density at
the source no larger than 1073 A/cm? in pulsed mode. This is
nine orders of magnitude smaller than the LMIS, which has a
typical current density of 10° A/cm? or higher, and is a re-
sult of the fact that the MOTIS obtains its small emittance
from a small angular spread, not a small source area. This
large disparity in current density suggests that space charge
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effects will be much smaller than in the LMIS, whose space
charge effects can be controlled sufficiently to yield 10 nm
resolution.

To investigate this further, we carried out a simple nu-
merical calculation in which the dynamics of a small group
of ions with a spatial distribution corresponding to typical
current densities achievable with the MOTIS were simulated
in a field free space at an energy of 1000 eV. The results
show that for a current of 10 pA, space charge effects in-
crease the emittance by a factor of approximately three. As
this calculation was done in a field free region, it should be
considered as an overestimate, and the fact that the emittance
did not increase much is indicative that space charge induced
expansion will be at most a minor issue in the MOTIS.

To examine the space charge related energy spreading
characteristics of the MOTIS, it is most useful to make a
comparison with other sources based on current density. The
LMIS, with a typical current density of 10® A/cm?, has a
minimum energy spread in excess of 5 eV, and gas-phase ion
sources, with a typical current density of 1 A/cm?, have an
energy spread of about 1 eV. Since the MOTIS has a much
lower current density of 1073 A/cm?, it is reasonable to ex-
pect that its energy distribution will not be affected much, if
at all. To support this with a numerical rough estimate, it is
possible to calculate an energy spread due to the combined
effects of longitudinal relaxation and the “Boersch effect”
(thermal relaxation between transverse and longitudinal de-
grees of freedom) [32]. Considering a generic 1000 eV,
10 pA beam of ions traveling a distance of 10 cm and start-
ing with an initial source temperature of 100 uK, the esti-
mated energy spread is 0.3 eV. (We note that this is an over-
estimate for the specific case described below since most of
the time the ions are at a lower beam energy than 1000 eV,
and these space charge effects are proportional to the square
root of the beam energy.) This spread is of the same order of
magnitude as the expected nominal 0.1 eV energy width of
the MOTIS that arises from ionizing an atomic cloud of fi-
nite size within an extraction electric field. This suggests that
space charge-induced energy spreading will not be a dra-
matic effect.

IV. RAY TRACING ANALYSIS

The emittance and brightness calculations described in the
previous section suggest that a tight focus is possible with a
MOTIS. To explore this further, we have performed realistic
simulations of a model focused ion beam system using a ray
tracing program based on finite difference electric field cal-
culations and a fourth-order Runge-Kutta equation of motion
calculation. A cylindrically symmetric electrostatic lens sys-
tem, shown in Fig. 1, was modeled. The system is composed
of three electrodes. The largest element is an 85 mm long
tube with a 45° taper on one end. The taper is required to
accommodate the laser beams necessary for forming the
MOT. The tube has an inner diameter of 2 mm, an outer
diameter of 10 mm, and is held at a voltage of —135 V.
Surrounding the tube electrode is a sheath electrode held at
ground potential to contain the fields of the electrostatic lens.
Located behind the tube electrode is a planar electrode held
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FIG. 1. (Color online) Lens geometry used in ray tracing simu-
lations. (a) Scale drawing, showing electrostatic lens elements (dark
gray) and MOT laser beams (light gray). The lens consists of three
elements: a tapered cylinder held at —135 V, a grounded sheath
surrounding the tapered cylinder, and a back plane held at —1.2 kV.
At this scale, the atomic cloud is a small spot at the origin, and the
ion trajectories lie along the horizontal axis (x=0 line). (b) Typical
ion trajectories, with vertical axis expanded by a factor of 365.
These trajectories, in green, were calculated for a MOT with a
standard deviation of o,=0,=0,=5 um and temperature of
100 pK. For clarity, only 50 of the 10000 trajectories calculated
are shown.

at a voltage of —1.2 kV. Magnetic fields were not included in
the simulations.

In the simulation we calculated the trajectories for 10 000
ions. The ions were given a symmetric, three dimensional
Gaussian spatial distribution of starting points defined by a
standard deviation o=0,= 0,=0, which was varied from 0.5
to 50 um. To model the effects of source temperature, the
ions were given a Maxwell-Boltzmann energy distribution
with a fixed temperature that was varied from 10 uK to
1 mK. Self-interactions of the ions via Coulomb repulsion
were not included in the simulation. Chromium ions were
used in the simulation because of expertise with this element
within our group [27]. The results are valid for any laser-
cooled atom as the focusing properties of an electrostatic
lens are not mass dependent [33].

Figure 1 shows the beam profile within the lens. The ta-
pered front portion of the lens system extracts the ions and
focuses them, forming a spot within a field free region ap-
proximately 14 mm behind the tip of the cone. This spot
becomes an object that is subsequently imaged by a second
lens formed in the gap between the exit of the first tube and
the back electrode. The beam forms an image spot near the
back electrode. Figure 2 shows an emittance plot of the beam
at the focus near the back plane. For each ion, the angle of
the trajectory with respect to the optical axis x’ is plotted as
a function of the transverse position x. From this plot it is
possible to calculate the root-mean-square emittance via

€ms. = (<x2)(x’2) - <.XX’>2) 1/2’ (13)

which has been shown to be equivalent to the emittance de-
fined in Eq. (1) [25]. By taking the appropriate moments of
the distribution, the plot yields a r.m.s. emittance of € .
=1.2X 107> mm mrad, or 5.4X 10”7 mm mrad yMeV when
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FIG. 2. Beam properties at the focus as calculated in the ray
tracing analysis of our model system. (a) Emittance plot, showing
trajectory angle (x’) vs position (x) for 10000 trajectories. (b)
Transverse spatial distribution. Calculations were done with a
source standard deviation of o,=0,=0,=5 um and a source tem-
perature of 100 uK.

normalized by the beam energy. This compares quite well
with the value estimated above, especially considering that
spherical aberrations from the focusing lenses are clearly
playing a role, as evidenced by the S shape of the distribu-
tion in phase space [25].

Figure 2 also shows a plot of the spatial distribution at the
focus, derived from a histogram of the ion positions. The
full-width at half maximum (FWHM) of this distribution
provides a measure of the spot size, which can then be in-
vestigated as a function of operating parameters of the
source. Figure 3 shows a plot of spot size as a function of
source temperature. The figure shows that the spot size
monotonically increases as a function of atomic cloud tem-
perature, as should be expected, since a higher temperature
corresponds to a larger emittance. These data were generated
with an initial source standard deviation of 5 um. From Fig.
3, we see that a chromium MOT with temperature 100 uK
and standard deviation o=5 um can produce a spot size of
=~7 nm. For temperatures lower than 10 uK, which can be
achieved using more advanced laser-cooling techniques such
as polarization gradient cooling [20], a resolution of 3 nm is
possible. Furthermore, even if the MOT is operated subopti-
mally, and has a temperature as high as 1 mK, the system
still has a resolution better than 20 nm.

The initial physical extent of the ion cloud is another pa-
rameter that determines the resolution of the beam. Figure 4
shows a plot of focal spot size as a function of initial cloud
size. The focal size increases with increasing source diameter
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FIG. 3. Spot full width at half maximum (FWHM) as a function
of source temperature, as calculated in the ray tracing analysis of
our model system. The data were calculated with a source having a
fixed standard deviation of o,=0,=0,=5 um. Error bars indicate +
one standard deviation uncenaihty in the calculated values (see
text).

since emittance is linearly dependent on source size. On the
low end, a focus of 4 nm is possible with an initial source o
of 0.5 um. With a 50 um source, the spot size is signifi-
cantly larger at 50 nm, but still in the nanometer regime. The
source size can be varied by either adjusting the diameter of
the MOT, which is experimentally possible, or selectively
ionizing a small portion of the atomic cloud by adjusting the
waist of the ionization beam. Either way, the resolution can
easily be adjusted through the ion cloud size.

The uncertainties indicated by error bars in Figs. 3 and 4
are intended to be interpreted as one standard deviation un-
certainty, and arise from the binning used to create the his-
togram. The FWHM was measured as the distance between
the midpoints of the two bins that are half the value of the
maximum bin. A uniform distribution was assumed for the
probability of the position of the half maximum point within
the bin, giving rise to the uncertainty in the FWHM. For a
tight focus, smaller bin sizes were used, allowing lower un-
certainty in determining the width of the distribution. As
spherical aberration and other effects spread the distribution
out, larger bin sizes were used, leading to increased uncer-
tainty in the measurement of large foci.

.

0 10 20 30 40 50
o, (um)

FIG. 4. Spot full width at half maximum (FWHM) as a function
of initial source standard deviation o,=0,=0, as calculated in the
ray tracing analysis of our model system. The data was calculated
with an initial source temperature of 100 wK. Error bars indicate
one standard deviation uncertainty in the calculated values (see
text).
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V. CONCLUSION

In summary, laser-cooled atoms can serve as a source for
a high quality focused ion beam. Given the cold tempera-
tures accessible through laser cooling and trapping, a beam
with extraordinarily low angular divergence is possible. This
creates a beam with an emittance considerably smaller than
conventional sources. Depending on the manner in which the
source is controlled, a variety of different currents can be
produced, leading to a high brightness beam better than the
state of the art.

In addition to having the potential to produce a focused
ion beam with better resolution and brightness than existing
FIB sources, the MOTIS offers several advantages. The
source has a much narrower energy width than other ion
sources, resulting in much smaller chromatic aberration and
a capability of nanoscale focusing at much lower energies.

PHYSICAL REVIEW A 74, 063416 (2006)

Because of the range of atoms amenable to laser cooling, an
ion beam can be created from a larger selection of elements
than is available with liquid metal, gas-phase, or plasma
sources. These attributes could extend the usefulness of FIBs
in areas such as microscopy and micromachining. Also,
novel laser cooling techniques will allow for exotic ion
beams to be created. Through atom-on-demand technology, a
single ion can be placed with 10 nm resolution deterministi-
cally. This opens the door for new technological advances as
well as new physics.
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