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Electron spectroscopy in proton collisions with dry gas-phase uracil base
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We have investigated the electron emission by the RNA uracil base (C4H4N,0,) due to collisions with
protons in the 25 keV—-100 keV energy range. Electron spectroscopy was performed at 35° with respect to the
beam direction and absolute values for the double-differential cross section were obtained. Our results show
preferential emission of low-energy electrons that are responsible for damage in biological material through
dissociative electron attachment [Boudaiffa er al., Science 287, 1658 (2000)]. Experimental results are com-
pared to calculations that used the classical trajectory Monte Carlo method, and a reasonable agreement is

obtained.
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INTRODUCTION

The effects of radiation on biological systems can be re-
lated to alteration of DNA by single and/or double strand
breaks that might lead to a cell’s death or might generate
mutation. For a long time, there was a gap in our understand-
ing in between (macroscopic) biological effects and (micro-
scopic) molecular interaction of ionizing radiation on the
“building blocks of life” such as the DNA or RNA bases.
However, some years ago it was acknowledged that biologi-
cal effects, such as a cell’s death or DNA strand breaks, can
be directly linked to “pure” atomic physic mechanisms like
inner shell ionization followed by the Auger effect [1,2], or
more recently, to molecular ones through the effect of low-
energy electrons via the electron dissociative attachment
mechanism [3-5]. Ionizing radiation (X, e”, heavy ions) is
now commonly used in cancer therapy to irradiate “risk
zones” or tumors. In particular, with proton therapy, the en-
ergy is deposited along the depth in a well-defined zone
(Bragg peak). The particle is slowly decelerated in the bio-
logical medium until it reaches the energy at which the linear
energy transfer (LET), or stopping power, is maximal
(around 100 keV). The localization of the dose deposit is a
considerable advantage that enables brain and eye tumors to
be treated. At those high energies, the slowing down of ions
in the bulk is mainly due to ionization, and a manifold of
secondary electrons is also created [6,7]. Those electrons will
further interact with the surrounding molecules and give rise
to damage that are kinetic energy specific, that is, fragmen-
tation and ionization of DNA constituents by high-energy
electrons (>20 eV), and dissociative attachment by low-
energy electrons (<10 eV) with direct or indirect damages
via the dissociation of water molecules. Therefore, the com-
plete characterization of the electronic emission (kinetic en-
ergy and angular distribution) is of great importance, and the
corresponding double-differential cross section can be used
as input data in track’s calculations [7-9] as well as in elec-
tronic thermalization issues [10,11].

In this paper, we present the first electron spectrum result-
ing from collisions between protons and gas-phase uracil.
The collision energy range extends from 25 keV to 100 keV,
the latter corresponding to the maximum of LET in biologi-
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cal media. Absolute values for the double-differential cross
sections (DDCS) are obtained for an angle of 35° with re-
spect to the beam direction. Future experiments are planned
to include the angular distribution in the emission, with the
goal that this might be useful in track’s calculations. Results
are discussed and put in perspective with those from a clas-
sical trajectory Monte-Carlo (CTMC) calculation.

EXPERIMENTAL

A 25, 50, and 100 keV proton ion beam impinged on a jet
of uracil that was produced by an oven heated to about
120 °C that was loaded with a commercial powder. Elec-
trons were energy analyzed by means of an electrostatic cy-
lindrical mirror analyzer (CMA) whose energy resolution is
1% [12]. The CMA device selected electrons that were emit-
ted at 35° with respect to the ion beam incident direction.
Electrons were detected and counted on a channeltron.
Spurious electron emission in the absence of any molecular
target was systematically subtracted in every spectrum and a
correction was applied to the electron transmission efficiency
(comparison of an electron spectrum obtained for a
100-keV proton beam versus an He target to tabulated data
by Rudd et al. [13]).

To determine the absolute DDCS, we had to account si-
multaneously for the unknown target density and its fluctua-
tion. We therefore had to record both the electron yield at a
given energy E, and something that reflects another known
collisional process. We chose to monitor the yield of protons
that were elastically scattered at right angles, according to a
protocol previously used in nuclear physics [14]. We had to
record simultaneously both the electrons that traveled
through the CMA at a given energy, we chose an energy
value of 50 eV as a compromise between the counting rate
and spurious noise, and elastic scattering projectiles.

The number of detected electrons N, is given by

Fa,
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where #a,/ 9, IE 35° 50 ev) depicts the DDCS for the pro-
duction of secondary electrons to be normalized for the fixed
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angle of 35° and electron energy E, of 50 eV, respectively.
The parameters [nIA()], represent the target density profile,
interaction length, and solid angle seen by the CMA, respec-
tively. Note that the jet profile had to be evaluated indepen-
dently via a thickness measurement of a uracil deposit on a
glass surface. AE, depicts the energy bandwidth of the CMA.
Electrons were accelerated through a 300 V potential differ-
ence prior to any detection on the Channeltron. The resulting
electron detection efficiency was 7,=0.9 [15]. Last, the num-
ber of projectiles is N,,;.

The number of ions N, elastically scattered at right
angles, is

N.= o"a'i
o0

[nlAQ]iﬂinmj? (2)
'ES
where do;/ ﬁQiES represents the single differential cross sec-
tions for elastic scattering at 90°. The parameters [n/AQ],
represent the target density profile, interaction length, and
solid angle seen by the detector that records the scattered
ions, i.e., a multichannel plate (MCP) assembly, respectively.
As a matter of fact, the detection efficiency #; for ions by a
microchannel plate is a nontrivial issue. Gao et al. [16] have
shown that the ion recording efficiency reaches a maximum
for proton energies E>5 keV. In our case, protons were
scattered with larger energies, that is to say, 7.16 keV. Gao et
al. measured a maximum in efficiency of about 60% for an
open area ratio (OAR) of the MCP, and also made the im-
portant finding that a low negative potential set in front of
the first MCP repels very efficiently the secondary electrons
emitted by the surface. This substantially increases the detec-
tion efficiency, an effect observed by Funsten et al. [17], who
reported an efficiency of 87%. This is also confirmed by
Martin et al. [18] with a value of about 85%. Moreover, an
exhaustive study of the influence of a negatively biased grid
placed in front of the first plate was carried out by Deconi-
hout et al. [19], who found a value of ~90% for the MCP
detection efficiency. We also performed a direct measure-
ment of the absolute efficiency by means of a correlation
technique in the CO%Jr dissociation, and we obtained a value
of 95+5%.

The absolute DDCS for electron emission are obtained by
combining Egs. (1) and (2),

#o, N, do; [nlAQ]; 1 7
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It is worth noticing that the DDCS absolute values are di-
rectly linked to the ionic detection efficiency and that an
overestimation of this parameter will subsequently lead to an
overestimation of the cross sections.

The [nIAQ];/[nIAQ], ratio was derived from a Monte
Carlo simulation of the different slits and diaphragms that
defined the electrostatic analyzer and ion detector.

One must consider two opposing effects connected to the
energy E of the incident projectile: the E~ Rutherford de-
pendence of the elastic scattering cross sections and the de-
crease of the beam current with that of its energy. We there-
fore used 25-keV HJ projectiles, instead of protons, in order
to improve the feasibility of our normalization procedure
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FIG. 1. (Color online) Schematic of the normalization procedure
(see text). Elastic scattering, at right angle, in Hj (25 keV)+uracil
collisions. The scattered particles are identified by time-of-flight
spectrometry and detected by a multichannel plates package.

(see Fig. 1 for the schematic). The cost to pay is one extra
step. Due to the small impact parameter in the elastic scat-
tering at right angles (b=0.01 a.u.), itself obviously smaller
than the internuclear distances within the Hj molecule
(=1-1.4 A), we estimate that an HJ molecule behaves
like a stack of three decoupled protons [20], each of them
having a kinetic energy 25/3 keV, ie., 8.3 keV. The
single differential cross sections for the elastic scattering
of a proton by a uracil base were evaluated from the atomic
ones using the additivity rule. This is expressed as follows:
(ﬂa-i/(gﬂiH3~>molecule) = 3x2c‘ompoundk#H((70-i/aQiHﬂk)‘ The
atomic scattering cross sections were obtained from the in-
teraction potential of the H*°+C, N, O systems, i.e., the
compounds of the biological target. Several descriptions
were used (ZBL, Bohr, Moliere [21]), in addition to a de-
scription that made use of the electrostatic interaction be-
tween charge distributions calculated from wave functions
given by the Cowan code [22]. All these descriptions gave,
as they should, consistent results. Scattered protons at 90°
together with 50-eV electrons that traveled within the ana-
lyzer were detected by means of a time-of-flight technique.
This served discriminated electrons from spurious contribu-
tions and also identified the 7.16-keV scattered protons
(165-ns time of flight in our geometry). This latter achieve-
ment required a pulsed beam. The numbers of electrons N,
and ions N; were recorded simultaneously and mixed in the
same time-of-flight spectrum using a CO4020 ORTEC mul-
tiplexing module. We estimated the uncertainty of the mea-
sured N, /N, ratio to be 16% and that of the calculated single
differential cross sections for the elastic scattering to be
about 7% (obtained by comparing different codes).

RESULTS AND DISCUSSION

The spectrum in Fig. 2(a) displays the DDCS for the pro-
duction of secondary electrons at the fixed angle of #=35°
and for proton collision energies E of 25, 50 and 100 keV, in
dotted, dashed, and solid lines, respectively. In contrast to
our previous findings for the Cg, molecule [12], no
peaking is seen at low electron energy FE,, but instead
a constant and sizeable cross-section value in the
3-6x107" cm? eV~ sr™! range. Moreover, the DDCS is
found to depend quite weakly upon the proton energy.
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FIG. 2. (Color online) (a) Left: DDCS versus electronic energy.
Three sets of data are presented for incident proton energies of 100,
50, and 25 keV, in solid, dashed, and dotted lines, respectively. (b)
Right: Comparison between CTMC computation in filled squares,
and experimental data in solid line.

Once we had studied the fullerene structure, a prototype
of a perfect spherical system with a central potential, we
interpreted the peak as the result of a barrier due to the
centrifugal potential, and with the nonspherical uracil
such effect should not prevail. In the high-energy part of the
spectrum, according to the Bethe-Born approximation
[23,24], the DDCS fall off exponentially due to the
dipole interaction term that dominates. Also noticeable in
this energy range is the absence of any lines originating from
KLL Auger electrons of either the C, N, or O compounds (in
the range 240-500 eV), whose importance was previously
postulated [2,25]. This observation can be rationalized if one
realizes that the total cross sections for K-shell ionization of
C, N, and O by 100-keV proton impact are very small.
These are only 1.7 (x0.1)X 107'%, 3.6 (x0.3) X 1072, and
1.1 (£0.1) X 1072° cm?, respectively [26].

Electron emission in ion-atom collisions has been exten-
sively investigated and numerous models and theoretical
methods are available [27]. However, such investigations for
molecules, i.e., the determination of DDCS, are more diffi-
cult. One has to determine the wave functions for the initial
bound state and final free states. If the former can be evalu-
ated by molecular codes used in quantum chemistry, the
evaluation of the latter wave functions is a very difficult task
due to the nonspherical nature of the potential acting on a
given electron in a molecule. For instance, to circumvent this
nontrivial issue, Galassi ef al. [28] used two approximations
in the determination of DDCS of small molecules (CO, N,
CH,, CO,) in which the multicenter features of the molecule
are eliminated: Bragg’s additivity rule and a molecular rep-
resentation of the bound state target wave function. In the
latter approximation, the cross section is decomposed as a
linear combination of atomic cross sections in which the co-
efficients are derived from molecular calculations. Atomic
DDCS are then calculated by the Continuum Distorted
Wave-Eikonal Initial State (CDW-EIS) method. In their
study of water ionization by electrons, Champion et al. [29]
used a different approach: they rigorously calculated the po-
tential acting on a given electron and then used the spherical
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average approximation to account for the nonorientation of
the molecule. While doing this, the resulting potential had
the right spherical symmetry, and subsequently, the method
developed for atomic ionization could be applied (PWBA in
that case). In general, good agreement was achieved with
experimental data while using Galassi’s and Champion’s for-
malisms.

An alternative approach is to make use of the CTMC, and
this has been successfully employed to treat ion-(di)atom
collisions [30,31]. One had to describe classically the trajec-
tory of an electron bound in a uracil molecule, the electron
being perturbed by an incoming proton. The forces acting on
the electron were derived from the electron-proton and
electron-uracil interaction potentials evaluated with the AR-
GULAB 4.0.1 software [32]. The multicenter feature of the
molecule was directly taken into account here. The trajecto-
ries were numerically integrated, starting from randomly
chosen initial positions and velocities, but it is important to
note that these did respect the binding energy of the kicked-
out electron. For computational simplicity, the molecule was
kept fixed in space and the proton trajectory had a random
direction. In the absence of any projectile perturbation, the
electron should remain bound [see Fig. 3(b)]. In order to
extract the DDCS values, the initial position of the projectile
was contained within an §,,,=16X16 a.u.? surface set per-
pendicularly to the incident direction and centered on the
uracil molecule [see Fig. 3(a)]. The cross section is then
given by

NuNo(E£aER 020 002) Syer
Nor 27 sin OAOAE’

(4)

OE0=

where N, is the number of valence electrons. We first as-
sumed that all valence electrons were equivalent (see below).
The number of trajectories N,(g.agn, pcaa2) TEPTEsents those
which lead to electron emission in the energy range E+AE/2
and angle range 0+A0/2. N, is the total number of com-
puted trajectories (1.8 X 10°). The comparison between the
experimental DDCS data, in solid line, and those from the
CTMC computation, in filled squares, is presented in Fig.
2(b). Reasonable agreement is found, the calculated value
overestimating the experimental data by a factor of three
while assuming the equivalence of the valence electrons. In
fact, the difference can be rationalized since the 42 valence
electrons are indeed not equivalent. An inner shell electron is
obviously more difficult to remove than an outer shell one.
Taking this fact into account, we estimated, in a second step,
the ionization probabilities for the 21 individual molecular
orbitals (MOs) whose energies were evaluated by means of
the ARGUSLAB code [32]. We calculated the ionization cross
section for 100-keV incident protons, a cross section given
by (ri=22MOP?0’IZS,ef. In this expression, P%g depicts the ion-
ization probability of a given electron in a given MO. Includ-
ing this weighting in the electron shells, we ended up with a
calculated DDCS value that is lower by a factor of 1.7 com-
pared to the case where the electron shells are treated in an
equal fashion. In other words, the ratio “calculated over ex-
perimental magnitudes” has been reduced to only 1.75.
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FIG. 3. (Color online) (a) Left: The uracil molecule in the XOY
plane. The electrostatic potentials are displayed in the isodensity
surface representation. The very electronegative oxygen atoms are
particularly noticeable. For normalization purposes, the initial posi-
tion of the projectile is contained within a 16X 16 a.u.? surface (see
text). (b) Right: A typical trajectory.

We stress that the shapes of the calculated and experimen-
tal curves are similar, and point out that the feature at about
22 eV in the calculated curve might simply be the result of
saturation in the DDCS. In the future, we plan to refine the
model while generating geometries of the initial conditions
closer to the molecular orbitals.

Due to their potentially large interest for track’s computa-
tions, we present the single differential cross sections
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TABLE I. the SDCS obtained by integration over the 2—-20 eV
and 2-50 eV ranges.

<20 eV <50 eV
(X107 cm? sr71) (X107"7 ecm? sr7!)
Uracil 100 keV 0.5 1.2
50 keV 0.8 1.8
25 keV 1.0 1.7

(SDCS) in Table I for the ejection of an electron in the solid
angle (#=35°) and integrated over both 2-20 eV and
2-50 eV energy ranges. The size of these SDCSs is
remarkable since they reach values as large as 1 to
2Xx 10717 cm? sl

CONCLUSION

This paper reports the first ever measurement of the
DDCS for the emission of secondary electrons in proton-dry
uracil collisions, at a fixed angle of 35°. Absolute values
were extracted for the cross sections while monitoring simul-
taneously the elastic scattering of the projectile. No peaking
was observed at low electron energy in the experimental
DDCS curve but rather a constant and sizable value, the
main result of the present communication. In the high energy
range, we have rationalized the absence of any Auger lines.
We have developed a classical trajectory Monte Carlo ap-
proach to compute the DDCS curve and we emphasize rea-
sonable agreement with the experimental data. We plan to
extend the present set of data while studying the DDCS as a
function of the electron emission angles and hope this will
provide new data that will be needed in biological track cal-
culations.
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