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Universal programmable devices for unambiguous discrimination
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We discuss the problem of designing unambiguous programmable discriminators for any n unknown quan-
tum states in an m-dimensional Hilbert space. The discriminator is a fixed measurement that has two kinds of
input registers: the program registers and the data register. The quantum state in the data register is what users
want to identify, which is confirmed to be among the n states in program registers. The task of the discriminator
is to tell the users which state stored in the program registers is equivalent to that in the data register. First, we
give a necessary and sufficient condition for judging an unambiguous programmable discriminator. Then, if
m=n, we present an optimal unambiguous programmable discriminator for them, in the sense of maximizing
the worst-case probability of success. Finally, we propose a universal unambiguous programmable discrimi-

nator for arbitrary n quantum states.
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I. INTRODUCTION

Discrimination between quantum states is an essential
task in quantum communication protocols. Generally, a set of
states cannot be discriminated exactly, unless they are or-
thogonal to each other [1]. One strategy of discriminating
nonorthogonal quantum states is the so-called unambiguous
discrimination: with a nonzero possibility of getting an in-
conclusive answer, one can distinguish the given states with-
out error [2-10]. Such a strategy works if and only if the
states to be distinguished are linearly independent [6], and
finding the optimal unambiguous discrimination through
Bayesian approach with a given a priori probability distribu-
tion, can be reduced to a semi-definite programming (SDP)
problem [7,8]. On the other hand, D’Ariano et al. [9] con-
sidered the problem of finding optimal unambiguous dis-
crimination through “minimax strategy” In such a strategy,
no information about a priori probability is needed, and the
discriminator is designed to maximize the smallest of the
success probabilities.

All the above discriminators depend on the set of states
being discriminated. When states change, the device also
needs to be changed. Recently, the problem of designing a
pro-grammable discriminator attracted a lot of attention. In a
programmable quantum device, quantum states are input
through two kinds of registers: program registers and data
registers. The states in data registers are manipulated by the
fixed device, according to the states in program registers
[11-17]. Particularly, in a programmable discriminator, the
information about states being discriminated is offered
through a “quantum program,” according to which, the dis-
crimination on the state in the data register is specified. Dif-
ferent from the discriminators for known states, a program-
mable discriminator is capable to discriminate any states,
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with the corresponding program. In Ref. [18], Dusek et al.
provided a model of an unambiguous programmable dis-
criminator for a pair of 1-qubit states. In this model, a new
quantum state, besides the pair of states being discriminated,
is needed for programming. Recently, Bergou et al. [19] con-
structed an alternative unambiguous programmable discrimi-
nator for any two different states. The advantage of this dis-
criminator is that, the “quantum program” is simply
comprised of the states being discriminated. Furthermore, an
unambiguous programmable discriminator for two states
with a certain number of copies is also discussed [21,22].
All of the above tasks focus on discriminating two states,
and estimates the efficiency with a given a priori probability.
In addition, FiurdSek er al. [20] considered several kinds
of programmable quantum measurement devices, including
a device performing von Neumann measurement on a
qudit, which can also be regarded as a discriminator for d
orthogonal states.

In this paper, we describe the more general unambiguous
programmable discriminators for any n quantum states. The
quantum program used in these discriminators is the tensor
product of the n states being discriminated, so that there are
no extra states needed for programming. We design the op-
timal discriminators in a minimax strategy, in order to avoid
any dependence on the a priori information. Since quantum
states can be unambiguously discriminated if and only if they
are linearly independent, we restrict our discussion under this
condition, and claim a programmable discriminator “univer-
sal” if it can unambiguously discriminate any set of linearly
independent states.

Our present paper is organized as follows. Section II is a
preliminary section in which we recall some results needed
in the sequel from linear algebra [23]. In Sec. III, we give a
necessary and sufficient condition for unambiguous pro-
grammable discriminators. Further, in Sec. IV, we define the
efficiency of a discriminator under the minimax strategy, and
provide a set of properties for the optimal discriminators.
Then, we present the optimal unambiguous programmable
discriminators for n arbitrary quantum states in an
n-dimensional Hilbert space in Sec. V, and propose a set of
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unambiguous programmable discriminators for n» quantum
states in an m-dimensional Hilbert space, where m>n, in
Sec. VI. In Sec. VII, we conclude the paper with a short
summary.

II. PRELIMINARIES

Let us begin with some preliminaries that are useful in
presenting our main results. The antisymmetric tensor prod-

uct of states |¢),|®,),...,|®,) in a Hilbert space H is
defined as
1
e Aled A Ale)=—= 2 sgn(o)le,)
1! gesm)
X @0 |00 ), (1)

where S(n) is the symmetric (or permutation) group of de-
gree n, sgn(o) denotes the signature of permutation o, i.e.,
sgn(o)=+1, if o is an even permutation; sgn(o)=-1, if o is
an odd permutation. The span of all antisymmetric tensors
o)Al A ... Alg,) in H®" is denoted by A"H, called the
antisymmetric subspace of H®". If the dimension of H is m,
then the dimension of A"H is ("),

In an n-composite system, for any o € S(n), we also use o
to represent a linear operation on the system, which realigns
the subsystems according to o, i.e.,

alepled ... [e) =les)les,) - @), (2)

here |@)=|¢)|@,)...|®,) is an arbitrary product state in the
n-composite system. It is easy to prove that ¢ is a unitary
operation. For a state ) € H®", |y € A"H if and only if for
any o e S(n),

oly) = sgn(o)| ). 3)

In this paper, we denote the projector of A"H by ®(n). For
any product state |@)=|¢)|@,)...|@,) in H®",

1
(gl ®(n)|@) = — det(X), (4)
where X is the Gram matrix of {|¢,),|@,),....|@)}, ie., the
(i,j) element of X is
X(i,j) = <<Pi|<Pj>~ (5)
Hence, Eq. (4) equals zero if and only if {|¢),|¢2). ..., |@.)}

are linearly dependent.

II1. UNAMBIGUOUS PROGRAMMABLE DISCRIMINATOR

An unambiguous programmable discriminator for n quan-
tum states in an m-dimensional Hilbert space H, can be sim-
ply designed in the following version. The discriminator has
n program registers and one data register. When the quantum
state wanted to be identified in selected in |¢,), ..., |i,), the
ith program register is put in the state |¢;), for i=1,...,n,
and the data register is prepared in the state wanted to be
identified. Here, we label the ith program register as the ith
subsystem, the data register as the (n+1)th subsystem, and
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use i to indicate the system consisting of all subsystems un-
der consideration except the ith one. For simplicity, we in-
troduce a notation |a}) to denote a special kind of product
states in a (s+1)-component quantum system, where the
state in the /th subsystem is |a,), for any 1<I<s, and the
state in the s+ 1 subsystem is the same as the rth subsystem,
ie.,

lo7) =la)|a) ... |ag|a,). (6)

Then, if the data register is in |z,//j>, the total input state is
[ =d)|ih) ... |h)|i). The discriminator is described by a
general POVM {I,,I1,,...,II,} on the entire input system,
including all program registers and the data register. For any
i#j, i#0, if it is satisfied that (z/n?’|l'[,»|:,//j'>=0, then when
outcome i(i #0) is observed, one m'ay claim with certainty
that the data register is originally prepared in the state |;),
and the occurrence of outcome O means that the identifica-
tion fails to give a report. In this paper, we also use II to
denote the measurement {I1,,I1,,...,IT,} for simplicity.

The main purpose of this section is to present a necessary
and sufficient condition for unambiguous programmable dis-
criminators. We would like to start with a lemma for positive
operators, which will be useful in the proof for the necessary
and sufficient condition.

Lemma 1. Suppose () is a positive operator on a compos-
ite system AB, for any product state |@)=|@,)4|®,) 5, it holds
that

(0]Q])Tr(Q) < (@ | Tra(D)| @ )@y Tra(Q)| @), (7)

where Tr,(Trp) is the partial trace over the subsystem A(B).

Proof. Tt is observed that {)/Tr({)) satisfies the trace con-
dition and positivity condition for a density operator. Let
p=0Q/Tr()), which can be regarded as a density operator,
and consider a quantum operation e=Trz® Tr,. Then

F(e(p).e(|e)e])) = F(p, ), (8)

where F stands for the fidelity between two density operators
[1]. Because |o) is a pure product state, we have that

(€| Q) Tr(Q) = (¢|p|©)(Tr())?
< <%|TTB(P) | (Pb><‘Pb|TrA (p) | ‘Pb>(Tr(Q))2

= (| Trp(Q)| @)@y Tra(Q)] @) )

This completes the proof.

Theorem 1. A measurement {I1,II,, ... ,II,} is an unam-
biguous programmable discriminator for any n quantum
states in Hilbert space H, if and only if the support space of
Tr,(I1,) is a subspace of A"H, i.e.,

oXe

supp(Tr,(I1;)) < A"H, (10)

where Tr; is the partial trace over the ith subsystem, and A"H
is the antisymmetric subspace of H®".

Proof. “=.” Suppose |¢) is an arbitrary eigenvector of II;
with a nonzero eigenvalue, since II; is a positive operator,

(W) =0, (11
for any j # i. To prove Eq. (10), we only have to prove that
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supp(Tri(|#)X(#]) < A"H. (12)

Let {|1),]2),...,|m)} be an orthonormal basis for Hilbert
space H. As |¢) € H®"*V it can be rewritten as

|4) = 2 Uw)|w), (13)

where |w) is the orthonormal basis of space H®"*!), derived
from the given basis of H, i.e.,

lw) = [w)]w)) ... [@,11), (14)

where |w) € {[1),]2),...,|m)}, 1 <k<n, and v(w) is the cor-
responding coefficient. Because Eq. (11) should be satisfied
with any input states under consideration, we can choose
some special states to derive the necessary conditions for

| ).
First, choose |i;)=|s), where |s) e {|1), ...,

mh,
Wy =2 v(w)(slwsl, ) T (il o)
@ k#j

=2_v(w|w,,~=wn+1 =5, )l wj), (15)

where

|'/€>=|lﬂl>|<//2>~~~|¢j-1>|¢_7+1>---|l//n>, (16)

and
lwp) = |op]) ... [0 @) .. [w,). (17)

Since [¢;) can be any product state in H*"~! and |wj)s form
an orthonormal basis for H®""1), to confirm that Eq. (15)
always equals zero, it must hold that v(w)=0 if ®;=w,. for
some j #1.

Next, choose

e{|1),2),...,|m)},
(W) = 2 v() W)W 0 ) TT (Wl

k#j

where  |s),|t)

[y ="%(|s)+]1),

1
= EE (v(w|o;= 0, =5,0;)
wj

+v(0|w;= 0,4 =1,07) + v(0|w; = 5,0, =1,07)

+ v(w|wj =1,w,, = S,a)"-))(lﬁjf‘ wp)
1
= 52 ((w|w;j=5,0,., =10
wj

+v(w|wj=t,wn+1=s,ag7))<lh|w}>, (18)

where [1};), |w;) have the same meanings as those in Eq. (15).
Therefore, we have that v(w)+v((j,n+1)w)=0, for any j
#i, where (j,n+1)w represents the sequence obtained by
exchanging the jth and the (n+1)th elements in
W=ww,...w,,;. Because (j,k)=(j,n+1)(k,n+1)(j,n+1), it
is derived that

v(w) +v((j,k)w) =0, (19)

for any j, k different from i.
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To proceed, we partition the total input system into two
subsystems: the first one is the ith program register and the
second one includes the rest of the n—1 program registers

and the data register. We use i and i to denote these sub-
systems respectively, then

|¢> = E v(w)|w,~>,~|w’){= 2 |s>,~2 v(w|wi = s,w')|w’>{
) s=1 '

=2 |shl o (20)
s=1

where
|w'> = |w1)|cu2> |wi—l>|wi+1> |wn>|wn+1>7 (21)

and

|41y = 2 v(w]|w;=s,0")|0"). (22)

The support space of Tr;(|$){¢|) is the span space of |¢!),
for 1 <s<m. From Eq. (19),

<w/|¢s,>=_<(/’k)w,|¢;>7 (23)
where j # k. Hence, for any o € S(n),
ol¢;) = sgn(0)|¢;), (24)

which means that |¢!) is in A"H, for any 1 <s=<m. Then, Eq.
(12) is satisfied, and the support space of Tr;(Il,) is in A"H.

“=.” We also divide the total input system into two sub-
systems: the ith program register labeled by i, and the rest of

the program registers and the data register labeled by i.
When j # i, the total input state

|¢7> = |l )7, (25)

where
|1/"> = |l/11>|‘r//2> |‘/fi—1>|l//i+1> |l7[jn>|l7b/> (26)
Because there are two |¢])s in the sequence
[) ) i) i) s - [0 | ), the states in this se-

quence are linearly dependent, from Eq. (4),
(Y |Dm]y)=0. (27)

From Lemmal,

<¢6’|Hz|lyj’> < (Y| T T1) [0 [ Tr(T1) [}/ Te(TT).
(28)
Since Tr,(I1;) < A"H, from Eq. (27),

(WY} =0, (29)

for any j# i, note that II; is a positive operator. Therefore,
{Ily,I1;,...,11,} can unambiguously discriminate an arbi-
trary set of states {|¢1),|4), ...,|#,)}, by the quantum pro-
gram [¢)[¢) .. [ih,). u

The term “unambiguous” used here is in a generalized
sense. When a discriminator is claimed to be unambiguous, it
only means that the discriminator never makes an error, how-
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ever, it may always give an inconclusive answer. For ex-
ample, when m>n, consider a measurement {I1,,... T},
such that for any i # 0, I1;= qD(n+1) where ®(n+1) is the
projector of A"*VH. In this measurement

(YITL]y;) =0, (30)

for any i, j, where i# 0. Hence, it is an unambiguous pro-
grammable discriminator, however, the success probability
of identifying the state is always zero.

IV. MINIMAX STRATEGY FOR DESIGNING
AN OPTIMAL DISCRIMINATOR

Note that when a programmable discriminator is de-
signed, no information about states that would be discrimi-
nated by this device is given. Thus, it is reasonable to find
the optimal discriminator in a minimax approach. In this
strategy, the optimal discriminator is designed to maximize
the minimum success probability of discriminating one state
from an arbitrary state set. For a given measurement, the
discrimination efficiency would be defined as

(H) min min p,(H) (31)
{opy i

where IT is the measurement satisfying the condition for an
)} ranges over

all state sets that are linearly independent, and p,-(l:[) is the
success probability of identifying the ith state |#;), by the

measurement 11, i.e.,

pi(TD) = (U T ). (32)

It is observed that unambiguous programmable discrimi-
nators for n _quantum states form a convex set. For any 0
<\<1,if Il and II" are two POVMs satisfying the condi-
tion for unambiguous programmable discriminators, =

=)\1:I+(1 —)\)l:[’ is also an unambiguous programmable dis-
criminator. Furthermore, the success probability of identify-

ing the ith state from a given state set by é,
Pi(E) = WIINT + (1= T ][
= ML) + (1= NI )
= \pi(ID) + (1 = \)p,(IT), (33)

is the corresponding convex combination of the success

probabilities of identifying the same state by I and T1'.
Then,

p(ﬁ) min min p,(,_) min min Ap; (TT) + (1 — )\)p,(H )
{lo} i {lyy i

= \p(I0) + (1 = \)p(I1"). (34)

The efficiency of unambiguous programmable discriminators
is a concave function.

In the remainder of this section, we provide some proper-
ties for optimal unambiguous programmable discriminators.
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Lemma 2. Suppose II is the optimal unambiguous pro-
grammable discriminator for n states in Hilbert space H, then
for any unitary operator U in H, it satisfies that

UL (UH 2D = 1, (35)

for i=0,...,n.
Proof. For any unitary matrix U in the Hilbert space H, let

I1V be a POVM, such that
HiU= U®(n+1)Hi(U'{')®(n+l)’ (36)
Since Tr(I1Y)=U®" Tr(I1,)(U")®"< A"H,

I1Y is clearly also an unambiguous programmable discrimi-
nator. For an arbitrary set of states {|¢), )}, the

success probability of discriminating them by II, is the
same as the success probability of discriminating

{Ulg). Ulgs). ... Ulgy)} by TIV. From Eq. (31), p(ITY)
=p(Il), for any unitary operator U.

for i=0,...,n.

Consider a new measurement =, which is the average of
all the above measurements in a unitary distribution [21],
ie.,

E[ - f dUU@(n+l)Hi(UT)®(n+l)’ (37)
for i=0,...
measure of the group U(m). Clearly, E is an unambiguous
programmable discriminator, satisfying that, for any unitary
operator U in H, US"VE,(UH®D=E, for 0<i<n. Be-
cause the efficiency of programmable discriminators is a
concave function,

,n, where dU is the normalized positive invariant

p<é>=p( f dUH*U) > J dUp(IY) = p(IT).  (38)

Hence, we can substitute IT with =
nator.

From the above lemma, it is known that the optimal un-
ambiguous programmable discriminators satisfies that

as the optimal discrimi-

(39)

for any unitary operator U € H. So, Tri(Il;) would be a diag-
onal matrix.

Next, we provide a relationship between the operators,
which consists of the measurement for an optimal program-
mable discriminator. In the total input system of an n-state
programmable discriminator, let us denote the n program
registers as subsystem P, and the data register as subsystem
D. Then, we have the following lemma.

Lemma 3. Suppose I is the optimal unambiguous pro-
grammable discriminator for n states, then for any o € S(n),
it holds that

(05 @ (0 ® Ip) =11, (40)

fori=1,...,n.
Proof. For any o € S(n), let I1” be a measurement, such
that
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= (03! @ I, (0p ® Ip), (41)
for i # 0. Then, for any i,j#0,
WAy = iy Kb |ty KT, My ) -y )
X[
= Ypry Mo | W1 ) (42)

where |¢Zk>=|¢>,,k, for k=1,...,n. Clearly, TI” is also an un-
ambiguous programmable discriminator, whose efficiency
for discriminating the states {|i,), )} is equal to the
efficiency for discriminating {|¢,, ). ....[; )} by II, which
means that the two measurements have the same efficiency

in minimax strategy. Hence, the measurement =, where

E,-—— > I, (43)

(reS(n)

for 1 <i=n, is an unambiguous programmable discriminator
whose efficiency is no less than II. In addition,

(03! ® I)E(op® 1) = Ea’ ) (44)

for any o e S(n). Therefore, we can substitute IT by =.
From the above two lemmas, it is easy to conclude the
following result.
Corollary 1. The optimal unambiguous programmable

discriminator ﬁ satisfies that
TrlT(H[') = CI[, (45)

for i #0, where [; is the identity operator on the ith sub-
system, and c is a constant independent of i.

V. WHEN THE DIMENSION OF STATE SPACE IS EQUAL
TO THE NUMBER OF DISCRIMINATED STATES

For clarity of presentation, we divide the problem of de-
signing optimal unambiguous programmable discriminators
into two cases. In this section, we consider the case that the
dimension of H is equal to the number of states to be dis-
criminated. In this situation, A"H is a one-dimensional Hil-
bert space. From Theorem 1, any unambiguous program-

mable discriminator I1 satisfies that [1;=II! ® ®(n);, where
I1; is a positive operator on the ith subsystem, for any i
# 0. Furthermore, from Corollary 1, the optimal unambigu-

ous programmable discriminators satisfy that
Hi = CIi ® (I)(n):, (46)

for i # 0. Then, we give one of our main results as follows.

Theorem 2. The optimal unambiguous programmable dis-
criminator for n states in an n-dimensional Hilbert space H
would be a measurement {Il,,I1,,...,II,} on the total input
space, such that for | <i=<n,

= ——1,® d(n), (47)
n+1

and
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I, =7%D - > 11, (48)

where [ is the identity operator on H, and ®(n) is the pro-
jector of A"H. The success probability of discriminating

states {|), W is

Pi= © det(x), (49)

+1)!

for any 1 <<i=<n, where X is the Gram matrix of states being
discriminated.

basis of H. Then ®(n)= , where
) =|1)A2) A ... Aln)
1
=—= > sgn(o)o)oy)...|0,). (50)
N geS(n)

Consequently,

=c>, k)il p)Rk| (s, i # 0,

k=1
Ho=1""V-c > [k)|p)iCkl( - (51)

i=1,k=1

Let G be the Gram matrix of {|k),|P);:1<k<n,1<i
<n}, i.e., the (k,l) element in the (i, ;) block of matrix G is
the inner product of [k);| )7 and |I);|¢);. When i=j, we have

kI DD )i = 00, (52)
and when i+ j, it holds that

(k[ DlAD | )= (- 1)’_”1(” D! Oi=(= l)l_j+1_5kl
(53)
So, the (i,]) block of G is
_1)i—j+1
Gij=15i’j+%l(l—5i’j). (54)

Since the eigenvalues of X k)| )k|{ &7 are equal to
the eigenvalues of G, to confirm I1,=0, the maximum value
of ¢ should be the reciprocal of maximum eigenvalue of
matrix G, which can be calculated to be M [20]. As a result,
the maximum value of ¢ should be —~

n+1
The success probability of discriminating the ith state,

pi= (WL = (/| @]y =~ derx).  (55)
Here

|l ). (56)
)}, i.e., the

|W> = |W1>|¢2> |¢i—1>|¢i+1>

and X is the Gram matrix of {|¢,),
(i,/) element of X,
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X; =Wl (57)

]
For any n linearly independent quantum states, let H be
the span space of them; obviously the dimension of H is
equal to n. Then, we can design the optimal programmable
discriminator for n states in H by Theorem 2, which can
unambiguously discriminate the states. However, it should be
noted that the programmable discriminator designed in this
way is dependent on the span space of the states being dis-
criminated. Although such a programmable discriminator has
a more general utilization than the discriminator designed
according to given states, it also has an undesirable restric-
tion. An alternative way is to design the programmable dis-
criminators in a Hilbert space, which is so great that it in-
cludes all the states that would be discriminated in
application.

VI. WHEN THE DIMENSION OF STATE SPACE
IS GREATER THAN THE NUMBER
OF DISCRIMINATED STATES

In this section, we consider the problem of designing un-
ambiguous programmable discriminators for n states in an
m-dimensional Hilbert space H, where m>n. In this case,
the structure of optimal unambiguous programmable dis-
criminators is not clear by now. We conjecture that they have
a similar structure to that of optimal programmable discrimi-
nators in the case that m=n, i.e.,

Hi = CIl' ® (I)(n);, (58)

for i # 0. Clearly, this structure satisfies the demands offered
by Lemma 2 and Lemma 3. The remainder of this section is
devoted to give the optimal one of discriminators satisfying
Eq. (58).

Suppose {|1),]2),...,|m)} is an orthonormal basis for Hil-
bert space H. Let 3, denote the set of all strictly increasing
n-tuples chosen from {1,2,...,m}, ie., s=(s;,S,,...,S,)
e, ifand only if 1<g5,<s,<...<s,<m. Forallse3,,
let

Alsy)

|¢s>= |§1>/\|§2>/\
=2 Sgn(0)|§gl>|§02)... |ggn)_ (59)

ogeS(n)

|)s construct an orthonormal basis for A"H, i.e., ®(n)

=E§62n| ¢§><¢§ , and,

Hl’:C E

I<k<mseX,

|k>i|§>7<k|i<§

B (60)

for i #0.

Analogous to the situation that m=n, the maximum value
of ¢ is the reciprocal of maximum eigenvalue of the Gram
matrix of {|k),|s);}, where 1<i<n, 1<k<m, and se3,.
The elements of this Gram matrix can be expressed as
<k|i<¢q|ﬂl>j| o iz

First, if i=j,

<k|l<¢§|l—|l>l|¢7>l_= 5k,15§,7" (61)
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Next, if i#j, s=7, and k,[ € s,

|
(k[ pslidD) | ps)i= (= 1)1_]+1;5k,z- (62)

In addition, if the condition i#j also holds, and there
exists £e2,,,, ie, & is an (n+1)-tuple chosen from
{1,2,...,m}, satisfying that é={k}Us={l}U 7,

o 1yl
<k|i<¢§|jl>j|¢r>j_'= (= 1y-+e =8 (Z)Z(l - &), (63)

where &1(k),&7'(I) denote the position of &,/ in the strict
increasing (n+1)-tuple &, respectively.

Finally, all other elements (k|{¢[);|¢b,); in this matrix
would be zero. Therefore, the Gram matrix is

G= (egal“g) ® (?Ag). (64)

Here T, is the Gram matrix of {|k);¢.);}, where kes, s
€X,; Ag is the Gram matrix of {|k),/¢,_up)7, where k € &
£el,,, and £—{k} denotes the strictly increasing n-tuple
comprised of the elements in & except k. The maximum ei-
genvalue of G is the greatest one of eigenvalues of I' ;s and
Ags.

The (i,j) block of matrix I'; is

-1 i—j+1
PPN i

i.J

1(1-6,), (65)
and the maximum eigenvalue of I', is %
The (k,[) element of the (i,j) block in matrix A is
(_ )i—j+k—l
0; 01+ (1-6,)(1-6,)), (66)

and the maximum eigenvalue of A; can be calculated to be .

Consequently, the maximum value of ¢ should be i The
optimal unambiguous programmable discriminator for n
quantum states in a m-dimensional Hilbert space H, which
has the form given in Eq. (58), is a measurement

{Il1y,I1,,...,II,} on the total input system, such that for
l1<i=n,
1
;= -1, ® ®(n);, (67)
n
and
I, =72 - > 11, (68)

i=1

where [ is the identity operator on H, and ®(n) is the
projector on A"H. Moreover, the success probability of
discriminating states {|¢,),|), ..., |} is

1
p=—"det(X), (69)
nn!

where X is the Gram matrix of states being discriminated.
It is easy to see that the success probability of discrimi-
nating a set of states is not related to the dimension of H, so
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we can choose H a great enough Hilbert space in order to
include all quantum states that may be discriminated in ap-
plication. Then, the unambiguous programmable discrimina-
tor given by Egs. (67) and (68) is suitable for any n states
under consideration.

The success probability of this discriminator turns out to
be zero, if and only if the states to be discriminated are
linearly dependent. As we know, the necessary and sufficient
condition for a set of states to be unambiguously discrimi-
nated is that the states are linearly independent [6]. So, the
states that cannot be unambiguously discriminated by our
devices are also unable to be unambiguously discriminated
by any other device. In this way, we can claim that our
programmable discriminators are universal.

On the other hand, in the minimax strategy, if we exactly
know the set of states being discriminated, the optimal
success probability for unambiguously discriminating n
states {|¢;)} is the minimum eigenvalue of X, where X is the
Gram matrix of {|¢,)} [7,9]. Let p, denote this optimal effi-
ciency, and p denote the efficiency of discriminating the
same states with the universal unambiguous programmable
discriminator. Because (p,)" <det(X) <p,, it holds that

1 1
—(p)"'sp=—mp, (70)
nn! nn!

Hence, when n is large, the efficiency of the universal
programmable discriminator would be quite undesirable,

PHYSICAL REVIEW A 74, 042308 (2006)

compared to the discriminator especially designed to known
states.

VII. SUMMARY

In this paper, the problem of designing programmable
discriminators for any n quantum states in a given Hilbert
space H is addressed. First, we give a necessary and suffi-
cient condition for judging whether a measurement is an un-
ambiguous programmable discriminator. Then, by utilizing
the minimax strategy to evaluate the efficiency of discrimi-
nation, we offer several conditions for the optimal program-
mable discriminators, and give the optimal programmable
discriminator in the case that the span space of the states is
known. Furthermore, we propose a universal programmable
discriminator, which can unambiguously discriminate any n
states under consideration. However, whether this discrimi-
nator is optimal under the minimax strategy is still unknown.
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