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We investigate nonlinear dynamics induced by the modulation instability of a two-component mixture in an
atomic Bose-Einstein condensate. The nonlinear dynamics is examined using numerical simulations of the
time-dependent coupled Gross-Pitaevskii equations. The unstable modulation grows from initially miscible
condensates into various types of vector solitary waves, depending on the combinations of the sign of the
coupling constants �intracomponent and intercomponent�. We discuss the detailed features of the modulation
instability, dynamics of solitary wave formation, and an analogy with the collapsing dynamics in a single-
component condensate with attractive interactions.

DOI: 10.1103/PhysRevA.74.013617 PACS number�s�: 03.75.Mn, 03.75.Lm

I. INTRODUCTION

Dynamics of spatial pattern formation in nonlinear media
is important for a wide range of physical phenomena �1�.
Modulation instability �MI� is an indispensable mechanism
for understanding pattern formation from a uniform medium.
MI occurs when a constant-wave background becomes un-
stable to induced sinusoidal modulations under the combined
effects of nonlinearity and diffraction in a spatially nonlinear
field. Also, it is known that MI causes a uniform medium to
break-up into pulsed “solitary waves” �2�. The effect of self-
interactions in nonlinear media plays a crucial role for the MI
in a single-component system. In a multicomponent system,
in which there is more than one order parameter, additional
types of interactions can occur between different components
and have a great influence on the MI.

Atomic-gas Bose-Einstein condensates �BECs� are a good
system for examining MI and nonlinear matter-wave dynam-
ics. In this system, the nonlinearity originates from the atom-
atom interaction. Moreover, manipulation of the matter
waves can be achieved by applying established techniques
from atomic, molecular, and optical physics. For example, in
single-component BECs, researchers have studied nonlinear
excitations such as dark solitons �3–5�, bright solitons �6–8�,
and quantized vortices �9,10�. It has been clarified that the
MI plays a crucial role in the formation process of those
excitations and gives rise to the intriguing nonlinear dynam-
ics �11–15�.

This paper addresses the nonlinear dynamics of solitary
wave formation induced by MI in a mixture of two-
component atomic-gas BECs. The experimental creation of
multicomponent BECs has been achieved by the simulta-
neous magnetic trapping of the atoms lying in the week-
field-seeking states �16,17�, the use of an optical trapping
that liberates the spin degrees of freedom of atoms �18,19� or
simultaneous trapping of different species of atoms �20–22�.
The MI in two-component BECs was first discussed by
Goldstein and Meystre �23�, and recently reexamined �24�.
However, how the condensates develop under the MI is still
unclear, though some progress can be seen for the study of
spin-1 BECs �25�.

First, we summarize the MI condition with respect to two
intracomponent interactions and an intercomponent one. Al-

though all of these atom-atom interactions were repulsive in
the past experiments of multicomponent BECs, except for a
boson-fermion mixture in Ref. �22�, further insight can be
gained if we consider some of them are attractive. The char-
acter of the interactions may be controlled by choosing the
specific kinds of atom �20–22� or by using a homonuclear
�6,7� or heteronuclear Feshbach resonance �26,27�. Next, we
discuss the nonlinear dynamics caused by the MI, emphasiz-
ing the role of the intercomponent interaction. We focus on
the situation in which one component is suddenly set on the
other component with repulsive interaction. The MI will lead
to the formation of a vector soliton train in such a way that a
bright soliton train is generated through the MI in a single-
component condensate �11–13�. Our previous paper �28� re-
vealed the dynamics of domain formation of two-component
BECs in the case of all interactions being repulsive, in ex-
cellent agreement with the experimental observation of
Miesner et al. �29�. We extend the analysis to the cases
where two components have attractive intercomponent inter-
action, or one of them has an attractive intracomponent in-
teraction. Depending on the combination of the sign of the
s-wave scattering lengths, two-component BECs exhibit rich
nonlinear dynamics of solitary wave formation.

This paper is organized as follows. In Sec. II, we formu-
late the problem for two-component BECs using a quasi-
one-dimensional model for simplicity. Then we use linear
stability analysis to clarify the MI with respect to the sign of
the coupling constants. Section III presents the numerical
simulation results that confirm the MI analysis and show
how the solitary wave formation occurs in the condensates
through the MI. Section IV is devoted to conclusion.

II. MODULATION INSTABILITY OF TWO-COMPONENT
BOSE-EINSTEIN CONDENSATES

A. Model

We start with a two-component BEC with atomic masses
m1 and m2. The dynamics can be derived by assuming that
the two condensates are described by the wave functions
�1(r , t) and �2(r , t). At zero temperature, the total energy
functional of the system is
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E��1,�2� =� dr� �2

2m1
���1�2 +

�2

2m2
���2�2 + Vext

�1���1�2

+ Vext
�2���2�2 +

1

2
g1��1�4 +

1

2
g2��2�4

+ g12��1�2��2�2� . �1�

The condensates are assumed to be trapped in axisymmetric
harmonic potentials,

Vext
�i� �r,z� = 1

2mi�i
2�r2 + �2z2�, i = 1,2, �2�

where �i is the transverse trapping frequency and � is the
aspect ratio of the potential. Each component can have its
own trapping frequency due to the g-factor and index of the
atomic hyperfine levels along the quantized axis. The intra-
component coupling constant gi=4��2ai /mi is characterized
by the scattering lengths a1 and a2 between atoms of the
same species, while the intercomponent one g12
=4��2a12/m12 �m12

−1=m1
−1+m2

−1� is determined by the scatter-
ing length a12 where an atom in the �1 component scatters
from another atom in the �2 component. This intercompo-
nent coupling yields structures and dynamics not found in a
single component BEC �16,17,20,23,24,28–33�.

The dynamics of two-component BECs can be described
using the coupled GP equations, which are derived from the
variational principle i���i /�t=�E /��i

* as

i �
��1

�t
= �−

�2�2

2m1
+ Vext

�1� + g1��1�2 + g12��2�2��1,

�3a�

i �
��2

�t
= �−

�2�2

2m2
+ Vext

�2� + g2��2�2 + g12��1�2��2.

�3b�

The normalization of each wave function is taken indepen-
dently as 	dr ��i�r��2=Ni.

We assume that the condensates are tightly confined in the
transverse direction, so ��1. This condition means that the
motional degrees of freedom in the x-y plane are frozen, a
situation that could be realized in highly elongated cigar-
shaped potentials. In this case, one can factorize the conden-
sate wave function into a longitudinal and a transverse part
as

�i�r,t� = ��
�i��x,y��i�z,t�e−i�it, �4�

where �
�

�i��x ,y� is the normalized ground state of the trans-
verse potential Vext

�i� �r�=mi�i
2r2 /2 with energy ��i. The sys-

tem is thus effectively reduced to a one-dimensional geom-
etry, with the longitudinal condensate wave function �i�z , t�
satisfying the one-dimensional GP equations

i �
��1

�t
= �−

�2

2m1

�2

�z2 +
1

2
m1�2�1

2z2 + u1��1�2 + u12��2�2��1,

�5a�

i �
��2

�t
= �−

�2

2m2

�2

�z2 +
1

2
m2�2�2

2z2 + u2��2�2 + u12��1�2��2.

�5b�

Here,

ui = gi	i = gi� dxdy���
�i��4 =

gi

2�bi
2 , �6�

u12 = g12	12 = g12� dxdy���
�1��2���

�2��2 =
g12

��b1
2 + b2

2�
�7�

with the length scale bi=
� /mi�i characteristic of Vext
�i� �r�.

B. Relation with the nonlinear Schrödinger equation in
nonlinear optics

In the context of nonlinear optics, a special attention has
been paid to MI in Kerr media in which light-wave propaga-
tion is described by the nonlinear Schrödinger equation
�NLSE� within the scalar approximation of the electromag-
netic field �2�. The NLSE exhibits instability of self-phase
modulation �SPM� when nonlinearity and group velocity dis-
persion �GVD� act in opposition, e.g., for self-focusing
waves associated with negative nonlinearity the GVD should
be “normal” �a positive GVD coefficient� and for self-
defocusing waves associated with positive nonlinearity the
GVD should be “anomalous” �a negative GVD coefficient�.
This condition is also necessary for the existence of bright
solitons which result from an exact balance between nonlin-
earity and dispersion.

If accounting for polarization of the electromagnetic field,
light propagation in isotropic Kerr media is described by two
incoherently coupled NLSEs instead of the single NLSE �2�.
Then, the incoherent coupling between two NLSEs, referred
to as cross-phase modulation �XPM�, leads to MI for any
sign of nonlinearity and GVD �34�. The XPM is a general
phenomenon characteristic of the simultaneous nonlinear
propagation of several waves belonging to different modes.
Also, MI induced by the XPM is of fundamental importance
as it suggests the possibility of soliton formation in the nor-
mal dispersion regime.

Equations �5� have a close analogy with the incoherently
coupled NLSEs in nonlinear optics, where the ui and u12
terms correspond to the SPM and XPM terms, respectively.
In nonlinear optics, the ratio of the nonlinear coefficients for
SPM and XPM can be altered using the light’s angle of el-
liptic polarization �2�. For the atomic BECs, the strength of
the atomic interactions can be altered using the Feshbach
resonance �26,27�.

C. Modulation instability analysis

In a single-component nonlinear wave, the MI induced by
SPM exists only for the waves with self-focusing nonlinear-
ity, corresponding to the attractive interaction between at-
oms. The intercomponent coupling �i.e., XPA� is a feature of
the two-component system that does not exist in a single-
component system. In this section, we discuss how the sign
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and strength of the coupling parameters u1, u2, and u12 affect
the MI.

We examine the stability of miscible two-component
BECs with the homogeneous one-dimensional density n10
= ��10�2 and n20= ��20�2 �23,24,28�. When the wave functions
are written as �i�z , t�=
ni0+��i�z , t�, the linearized equation
for the fluctuations becomes

i �
�

�t
��1 = −

�2

2m1

d2

dz2��1 + u1n10���1 + ��1
*�

+ u12

n10n20���2 + ��2

*� , �8a�

i �
�

�t
��2 = −

�2

2m2

d2

dz2��2 + u2n20���2 + ��2
*�

+ u12

n10n20���1 + ��1

*� . �8b�

We assume a general solution of the form ��i
=
i cos�kiz−�t�+ i	i sin�kiz−�t�, where we allow for differ-
ent wave numbers ki for the �i �i=1,2� components. Then,
Eqs. �8� provide a set of equations for the amplitude 
i and
	i. Straightforward calculation gives the dispersion relation

��2 − �1���2 − �2� = P2, �9�

where

�i =
ki

2

2mi
��2ki

2

2mi
+ 2uini0� , �10�

P =
u12


m1m2


n10n20k1k2. �11�

The dispersion relation gives a quadratic algebraic equation
in terms of �2, whose solution is

�±
2 = 1

2 ��1 + �2 ± 
��1 + �2�2 + 4�P2 − �1�2�� . �12�

The condensates are uniformly miscible and their stability
is governed by Eq. �12�. If the frequency �± has an imagi-
nary part, the spatially modulated perturbations grow expo-
nentially with time, as is evident from the form of ��i. This
unstable growth of weak perturbations is referred to as the
MI. The MI condition depends on the sign of two variables

� � �1 + �2, �13�


 � P2 − �1�2. �14�

With these two variables, Eq. �12� is rewritten as

�±
2 = 1

2 �� ± 
�2 + 4
� . �15�

For ��0, the value of �+
2 is always positive, whereas the

�−
2 becomes negative only if 
�0 in which case �− is

purely imaginary. For ��0, the value of �+
2 becomes nega-

tive when 
�0 and �−
2 is always negative; thus, the system

is always modulationally unstable.

D. Condition of MI for a single-component condensate

Before considering the general case, it is instructive to
review briefly the MI of a single-component BEC. For a

single component, u2=0, u12=0 �P=0�, and the dispersion
relation Eq. �12� reduces to �2=�1. The MI occurs when
�1=�2k1

2 /2m1+2u1n10�0. We obtain the well-known result
that the MI occurs only with an attractive coupling constant
u1�0. In this case, the imaginary component of the
frequency G=Im � represents the growth rate of the
modulation, which is called the gain spectra �2�. This com-
ponent is given by G=

k1

2m1

4m1 �u1 �n10−�2k1

2 in the range
0�k1�
4m1 �u1 �n10/�. The fastest growth occurs for the
wave number k1 max that gives a maximum of G. The extre-
mum condition ��2 /�k1

2=0 gives k1 max=
2m1 �u1 �n10/� and
the maximum growth rate Gmax= �u1 �n10/�. The MI associ-
ated with the attractive interaction has a key role in the for-
mation of bright solitons of a single-component BEC
�11,13�.

E. Condition of MI for a two-component condensate

This study is concerned with the MI relevant to the inter-
component coupling; thus, we fix the interaction of the �1
component to be positive u1�0. Possible choices of the sign
of the coupling strengths u2 and u12 are summarized in Table
I. To classify the types of the instability more clearly, we
introduce the length scale �2��4m1u1n10/�2�−1 and the di-

mensionless wave number k̃i=ki�. Then, Eqs. �13� and �14�
become

� =
�2

4m1
2�4�k̃1

2�k̃1
2 + 1� +

m1
2

m2
2 k̃2

2�k̃2
2 + �2�� , �16�


 = � �2

4m1
2�4�2

k̃1
2k̃2

2��12
2 − �k̃1

2 + 1��k̃2
2 + �2�� , �17�

where

�2 =
m2u2n20

m1u1n10
, �12 =

u12

u1

m2n20

m1n10
. �18�

These equations show that the MI condition depends on two
atomic masses, condensate density, three coupling constants,
and the range of the wave numbers. Here, we assume
m1=m2, which greatly simplifies the form of the following
equations.

We search the unstable region of the wave number k̃i by
changing the values of �2 and �12. By examining the possible
choices for the signs of �2 and �12 shown in Table I, we

obtained the unstable region in k̃1-k̃2 space as shown in Figs.

TABLE I. Four cases that are considered, each defined by the
sign �positive� “+h, negative� “−h� of the coupling constants u2

and u12. In all cases, u1 is assumed to be positive.

u2��2� u12��12�

�a� + +

�b� + −

�c� − +

�d� − −
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1 and 2. We summarize below some features of the instabil-
ity.

1. Region (a): �2�0 and �12�0

This situation is of particular importance because the in-
dividual condensates with the repulsive interaction are
modulationally stable. In this case, ��0 and thus �+

2 is
always positive. Therefore, the unstable condition is deter-
mined from Eq. �17�, where the positive 
 �
�0� gives a

purely imaginary �−. For fixed k̃2 the instability occurs

within a certain range of k̃1; 0� k̃1�
�12
2 / �k̃2

2+�2�−1 as

shown in Fig. 1. For the wave number to be real, the term in
the square root must be positive, which gives the necessary

condition �12�
�2+ k̃2
2 or �12�−
�2+ k̃2

2 for the MI to oc-
cur. The former corresponds to the strong repulsive inter-
component interaction and the latter to the corresponding
attractive interactions. Thus, the unstable range is indepen-
dent of the sign of �12. In the former case, we obtain the
well-known condition 
g1g2�g12 for phase separation in the
long wavelength limit ki→0 �30�. In Fig. 1, we also show
the magnitude of the imaginary component of �− �gain spec-
tra G=Im �−�. The maximum of G appears at the wave num-

ber k̃1= k̃2= k̃max. After setting k̃1= k̃2= k̃ in Eq. �15�, the most

unstable wave number is calculated from ��−
2 /�k̃2=0, with

the result

k̃max = 1
2 �
��2 − 1�2 + 4�12

2 − �2 − 1�1/2 �19�

and the maximum growth rate becomes

Gmax =
� k̃max

2

2m�2 =
�

8m�2 �
��2 − 1�2 + 4�12
2 − �2 − 1� .

�20�

The unstable modulation develops by following the eigen-

vectors associated with the eigenvalue �−. For k̃1= k̃2= k̃, a
simple calculation gives the mode amplitudes as

�
1±


2±
� = �1 − �2

2�12
± sgn�u12�
1 +

�1 − �2�2

4�12
2

1

 , �21�

	i± =
2m�−

�ki
2 
i±, i = 1,2. �22�

The positive �negative� sign represents the eigenvector asso-
ciated with �+ ��−�. For positive u12 the amplitude 
1+ �
1−�
is always positive �negative�, which means that the unstable
modulation 
i− develops into out-of-phase waves. This fea-
ture follows from the fact that the repulsive character of the
intercomponent interaction forces the two components apart.

2. Region (b): �2�0 and �12�0

In this case, although each component has a repulsive
intracomponent interaction, the two components have a
strong attraction. Because the combination of the intercom-
ponent coupling is included through �12, this case is similar
to that of case �a�. Thus, the most unstable wave number and
the corresponding maximum gain spectra are the same as the
combination �a� with only the signs of the modulation am-
plitudes being different: 
i+�0 and 
i−�0 in Eq. �21�.
Therefore, the MI leads to an in-phase evolution of the two-
component modulation.

3. Region (c): �2�0 and �12�0

Next, we consider the situation in which one component
has an attractive intracomponent interaction. As shown in
Sec. II D, the �2 component always undergoes the MI in-

FIG. 1. The modulationally unstable region in k̃1-k̃2 space for
the combinations �a� and �b� in Table I. The unstable region lies

below the thick line boundary given by k̃2=
�12
2 / �k̃1

2+1�−�2. The
magnitude of the gain spectra G=Im � �arbitrary unit� is shown by
a contour plot in the unstable region.

FIG. 2. The modulationally unstable region in k̃1-k̃2 space for
cases �c� and �d� in Table I. The unstable region lies below the thick

line given by k̃2=
�12
2 / �k̃1

2+1�−�2. The boundary curve crossing
the origin �bottom left� is given by �1+�2=0; the right �left� region
from the boundary represents the region �i� ��ii�� �see the text�. The
contour plot shows the magnitude of the gain spectra G=Im � in
arbitrary unit.
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duced by the attractive force. It is interesting to consider how
the presence of the other component affects the MI condi-

tion. The unstable region in k̃1-k̃2 space and the gain spectra
G=Im � is shown in Fig. 2. For �2�0 there appears to be a
region satisfying ��0, where �+

2 can become negative �i.e.,
unstable� if 
�0. However, there is no region where these
two inequalities ���0, 
�0� are satisfied simultaneously.
Hence, we will focus on the instability associated with �−

2.

For �12=0, independent of the values of k̃1, there is an

“unstable band” with G=
�k̃2

2m�2

�2−k2

2 in the range

0� k̃2�
��2�. For �12�0 the unstable region extends be-

yond the boundary line k̃2=
��2�. Two unstable regions exist:
�i� ��0 with 
�0 and �ii� ��0 with 
�0. The condition
for region �i� is the same condition as that for case �a� except

the boundary line k̃2=
�12
2 / �k1

2+1�+ ��2� has no intersection

with the k̃1 axis because �2�0. The condition for �ii� yields

the imaginary �− in the region bound by the curves k̃1=0
and �1+�2=0 in Fig. 2, which is comprised by the region
given by �i�. As a result, the MI condition is solely deter-
mined by 
�0 as in case �a�.

In region �c�, the system undergoes MI induced by both
the intracomponent interaction u2 and the intercomponent
one u12. The most unstable wave number and the maximum
growth rate are again given by Eqs. �19� and �20�. When
�12=0, we reproduce the results of the single-component
case Gmax= � ��2 � /4m� = �u2 �n20/�. Therefore, an increase of
�12 always increases the unstable growth rate over that of the
single-component case. When Gmax is located within the un-

stable band 0� k̃2�
��2�, the dominant contribution to the
MI should be the intracomponent attraction associated with
the negative u2. If �12� ��2 � �2 ��2 � +1�, the location of Gmax

moves outside the unstable band, so that the intercomponent
repulsion u12 has the dominant influence on the MI. Com-
pared with the case �a�, the magnitude of the gain spectra is
larger by a few factors of about O�1�. This is due to the
multiplication effect of those two instabilities.

Once the instability starts, the modulation develops by
following the eigenvectors associated with the eigenvalue
�−. According to Eq. �21�, the modulation becomes out of
phase.

4. Region (d): �2�0 and �12�0

This region is similar to that of �c�. The MI condition, the
most unstable wave number and the corresponding maxi-
mum gain spectra are the same as those in region �c�. From
the eigenvectors of the modulation amplitudes, the MI is
related to an in-phase evolution of the two-component modu-
lation.

III. NUMERICAL SIMULATIONS

A. Formulation of the simulations

In this section, we present the results of our numerical
simulations that illustrate the effect of the MI on the nonlin-
ear evolution of the condensates. First, we describe the for-

mulation, the initial conditions and the parameters of the
simulations in detail.

1. The dimensionless GP equations with particle loss terms

To reduce the number of the parameters, we assume
m1=m2�m and �1=�2���, so that b1=b2�bho
=
� /m��. It is also convenient to introduce the scales char-
acterizing the trapping potential ��

−1, bho, and ��� for time,
length, and energy, respectively. By replacing the wave
function with the total particle number N�=N1+N2� as
�i→�i


N /bho, the one-dimensional GP equations �5� reduce
to

i
��1

�t
= �−

1

2

�2

�z2 +
�2

2
z2 + U1��1�2 + U12��2�2��1,

�23a�

i
��2

�t
= �−

1

2

�2

�z2 +
�2

2
z2 + U2��2�2 + U12��1�2��2,

�23b�

where Ui=uiN / ���bho=2Nai /bho �i=1,2�, U12

=u12N / ���bho=2Na12/bho, and the normalization of the
wave function is 	dz ��i�z��2=Ni /N.

We will simulate the dynamics for the condensate with an
attractive interaction. Therefore, we should include an effect
of the atomic loss due to inelastic collisions �35�. We model
this effect by adding to Eqs. �23� the phenomenological loss
term

�loss term� = − i�L̃j
�3��� j�4 + L̃dif��3−j�2�� j, j = 1,2

�24�

with

L̃j
�3� =

1

3!

Lj
�3�N2

6�2��bho
6 , L̃dif =

1

2!

LdifN

4���bho
3 �25�

on the right-hand side of Eq. �23�. The first term on the
right-hand side of Eq. �24� is related with the three-body
inelastic collisions, which is the dominant mechanism of par-
ticle loss when the self-focusing collapse of the condensate
occurs. The second term on the right-hand side of Eq. �24�
represents the inelastic loss due to collisions between differ-
ent components, which is associated with inelastic collision
between different atomic species �36� or the spin exchange
collision for the two components with different hyperfine
states �37�. Because the detail of the particle loss through
the collapse are not needed here, we use a value for Lj

�3�

and Ldif that is consistent with experimental results:
Lj

�3�=1�10−26 cm6/s �38� and Ldif=3�10−14 cm3/s �37�.

2. The initial conditions

We numerically solved the time-dependent GP equations
�23� using a Crank-Nicolson implicit scheme with 8�103

grid points and a time grid 
t=5.0�10−4. The focus here is
on how the MI grows spontaneously from the miscible con-
densates. Therefore, the initial two components should be

MODULATION INSTABILITY AND SOLITARY-WAVE¼ PHYSICAL REVIEW A 74, 013617 �2006�

013617-5



uniform and overlap as much as possible in the trapping
potential. To do this, we first prepared the stationary solution
of �1 component �denoted by �ini� by propagating Eq. �23a�
in imaginary time, under the normalization 	dz ��1�2=1. This
was done without the U12 term and the particle loss term.
Next, at t=0 in real time simulations, some fractions of �1
component were suddenly set into the �2 component that had
the same density profile as �1. Initially, each component has
the same inverted-parabola density profile, but a different
normalization condition 	dz ��i�2=Ni /N. If U1=U2=U12 is
not satisfied, this initial configuration is nonstationary and
thus can develop following the MI. Hence, we focus on such
nonstationary cases. This situation can be realized experi-
mentally by using a rf pulse to transfer the population from
one hyperfine level of atoms to the other one �16,29�.

3. Parameters and the validity of the one-dimensional simulations

We consider the quasi-one-dimensional geometry charac-
terized by the aspect ratio �=0.02. Using the mass of
rubidium atoms and the radial trapping frequency
��=2��100 Hz, we obtain the length scale bho=1.1 �m
and the time scale ��

−1=1.59 m. According to the values of
typical alkali atoms, we fix the intracomponent s-wave scat-
tering lengths for the simulations of the cases �a� and �b� in
Table I as

a1 = 5.5 nm, a2 = 5.8 nm �26�

and for the cases �c� and �d� as

a1 = 5.5 nm, a2 = − 0.2 nm. �27�

Further simplification can be obtained if we confine our-
selves to distribute the equal particle number for two com-
ponents N1=N2, i.e., 	dz ��i�2=1/2 �i=1,2�. Thus, we have
the total particle number N and the value of the intercompo-
nent s-wave scattering length a12 as variable parameters.

We used the quasi-one-dimensional model under the as-
sumption that the transverse motion would be frozen. To jus-
tify this assumption, the energy scale of the transverse con-
finement should be much larger than the nonlinear
interaction energy. This yields the condition aiN /bho�1
�39�. Unfortunately, this condition is not satisfied for our
parameters; we obtain aiN /bho�1 for the typical parameters
presented below. However, the resulting transverse motion is
only a rapid breathing oscillation, which does not affect the
MI-induced dynamics in the longitudinal direction �28�. The
more critical condition for our study is to prevent the trans-
verse collapse �13�, being given by �8�aiN ��i�z��2 /bho �
�11.7. In our situation, this position-dependent condition is
nearly satisfied whenever the focusing collapse of the attrac-
tive condensates occurs at the trapping center in the follow-
ing discussion.

B. Numerical results for region (a)

We first consider region �a� in which all three scattering
lengths are positive. The initial state is given by the miscible
condensates with the same density profile of inverted parabo-
las. This region, together with the initial state, coincides ex-

actly with the experiment of Miesner et al. �29�. They first
prepared all 23Na atoms in the �F=1,mF=1� hyperfine state
in an optical trap and then placed instantaneously half of
them into the �F=1,mF=0� state using an rf field. Letting the
system evolve freely while using the quadratic Zeeman effect
to prevent the �F=1,mF=−1� component from appearing,
they found that spin domains formed with two components
alternatively aligned from the initially miscible condensates.
Our previous paper �28� pointed out that this observation is
due to the MI caused by the intercomponent repulsive inter-
action. In the following, we describe the features of the non-
linear dynamics in more detail using one-dimensional simu-
lations.

1. Dynamical features

The MI changes greatly the behavior of nonstationary de-
velopment of the condensates. In Fig. 3, we show the results
of the numerical simulation for N=5�103. Figure 3�a� rep-
resents the development of the condensate density at the cen-
ter �z=0� for several values of a12. A crucial difference of the
dynamical behavior is seen across the critical value about
a12

c =
a1a2=5.65 nm, which corresponds to the criterion for
phase separation. When a12 is smaller than the critical value

FIG. 3. �Color online� Numerical results of Region �a� for
N=5�103. �a� Time development of condensate density ��1�2
�upper panel� and ��2�2 �lower panel� at z=0 for a12=5.6 nm,
5.8 nm, and 6.0 nm. �b� The contour plots of the density of both
components with respect to time ��0,1200�, horizontal axis� and
z ��−100,100�, vertical axis� for a12=6.0 nm. �c� The density pro-
files of ��1�2 �solid curve�, ��2�2 �dashed curve� and total density
nT= ��1�2+ ��2�2 �dotted curve� for a12=6.0 nm at t=240, t=580,
and t=960. The unit of time is ��

−1.
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a12, ��1�0, t��2 ���2�0, t��2� first increases �decreases� gradu-
ally and makes a slow oscillation. Because a2�a1 and
a12�0, the density of the �1 component is located at the
center, surrounded by that of the extended �2 component. As
a12 increases, the oscillation becomes nonperiodic; the am-
plitude of ��1�2 drops to zero after some time �solid and
dashed curves in Fig. 3�a��, which represents that �1 is re-
placed by �2 at the center. This replacement shows the onset
of the MI.

The dynamical process of the spatial pattern formation
induced by MI is clearly seen in the evolution of the overall
density. Figures 3�b� and 3�c� show the evolution of each
condensate density for a12=6.0 nm exceeding the critical
value. Throughout the dynamics, the modulation of the den-
sity causes two components to become out of phase. Hence,
the total density nT= ��1�2+ ��2�2 keeps approximately its ini-
tial shape in spite of the irregular profile of each component,
as shown in Fig. 3�c�. After t=300 the density breaks up into
smaller domains. The domains of the two components alter-
nate in location, while the total density hardly changes even
after the domain formation. Because a1�a2, the occupied
region of ��2�2 expands rather than ��1�2 as seen in Figs. 3�b�
and 3�c�. The inelastic loss shrinks the size of both compo-
nents monotonically.

When the initial particle number increased, the dynamics
become more dramatic. Figure 4�a� shows the time evolution
of the central density for N=5�104. Compared with Fig.
3�a�, the central density makes a more rapid and complex
oscillation after the MI occurs. Then, the condensates form
much more domains than those for N=5�103. Figures 4�b�
and 4�c� show that the amplitude of the density modulations
grows first near the edge of the condensate. This growth
proceeds from the edge to the center, leading to the forma-
tion of localized condensate domains. Since the total number
N is large, the inelastic loss shrinks the condensate size much
faster than the case of smaller N.

Spatially localized domains can be created even in con-
densates with a repulsive interaction. This is a salient feature
in a multicomponent system; in the case of a scalar conden-
sate �without a periodic potential�, localized domains such as
bright solitons are created only when the interaction nonlin-
earity is attractive. Actually, the generated domains have a
solitary wave structure, where the spatial distribution of the
condensate phase �i=arg �i is almost flat within each domain
and its value jumps across the density dips where the do-
mains of the other exist �28�.

After multiple domains form, the dynamics of each do-
main may be determined by the phase-dependent interaction
between intracomponent domains and the density-dependent
interaction between intercomponent domains. It is known
that the interaction between the bright solitons in a single
component BEC depends on their phase difference �11,13�.
In our simulation, the evolution of the phase difference be-
tween domains is determined nontrivially, following the non-
linear dynamics caused by the MI. When two domains of the
same component approach and share the same spatial loca-
tion, the domains exchange particles. However, the domain
of the other component blocks this approach because of the
repulsive mean-field interaction between domains of differ-
ent components. This is a phenomena analogous to the
Josephson effect, predicted in Ref. �40�, where two single-
component condensates with the different phases are sepa-
rated by a potential barrier. The oscillations in Figs. 3 and 4
after the MI occurred may be caused by the cooperative os-
cillation of the two-component soliton trains by this Joseph-
son effect, but this needs further investigation.

2. Comparison with the MI analysis

The above dynamics were triggered by the MI induced by
the intercomponent coupling U12�a12. The first modulation
growth is determined by the fastest growth mode that has the
most negative value of �−

2 of Eq. �15�. The corresponding

wave number k̃max and the maximum gain Gmax will deter-
mine the early behavior of the dynamics such as the modu-
lation growth time and the number of initially created do-
mains. If we assume the homogeneous condensates, they are
given by Eqs. �19� and �20�; in the units of this section, they
are

k̃max = �U1n10�
��2 − 1�2 + 4�12
2 − �2 − 1��1/2, �28�

FIG. 4. �Color online� Numerical results of region �a� for
N=5�104. �a� Time development of condensate density ��1�2
�upper panel� and ��2�2 �lower panel� at z=0 for N=5�104 and
a12=5.6 nm, 5.8 nm, and 6.0 nm. �b� Contour plots of the density
of both components with respect to time ��0,1200�, horizontal axis�
and z ��−160,160�, vertical axis� for a12=6.0 nm. �c� The density
profiles of ��1�2 �solid curve�, ��2�2 �dashed curve� and total density
nT= ��1�2+ ��2�2 �dotted curve� for a12=6.0 nm at t=200, t=600,
and t=1000. The unit of time is ��

−1.
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Gmax

��

= 2U1
2n10

2 �
��2 − 1�2 + 4�12
2 − �2 − 1� �29�

with �2=a2n20/a1n10 and �12= �a12/a1�
n20/n10. To

estimate k̃max and Gmax, we assume that the density profile
of the initial �1 component has the one-dimensional
Thomas-Fermi profile nini= ��ini�2= ��1−�2z2 /2� /U1 with
�1= �3�a1N /2
2bho�2/3. Because one-half of the �1 compo-
nent is suddenly transferred to �2, we use the density nini /2
at z=0 as an approximation of ni0 �i=1,2� in Eqs. �28� and
�29�. For example, the parameters in Figs. 3�b� and 3�c� yield

k̃max=0.205, Gmax/��=0.0275, and those in Figs. 4�b� and

4�c� yield k̃max=0.441, Gmax/��=0.592. The quantity
2Rz / �2� /kmax� is approximately the number of generated do-
mains in the simulation. This quantity equals 3.7 for
N=5�103 and 17.3 for N=5�104, in reasonable agreement
with the numerical results. The growth time is determined as
2� /Gmax, which gives 229 �in units of ��

−1� for N=5�103

and 10.6 for N=5�104. These times approximate the time
scale for the first rapid growth of the central density shown
in Fig. 3�a� and Fig. 4�a�. At later times, the linear analysis is
not applicable.

3. Analogy to the dynamics of condensates with attractive
interactions

We point out that the dynamics described here is analo-
gous to the collapse dynamics and soliton-train formation in
a BEC with attractive interactions �11–13�. This analogy is
as follows. The total density nT= ��1�2+ ��2�2 hardly changes
during the time evolution as seen in Figs. 3�c� and 4�c�.
Thus, we can rewrite the dynamical equations �23� as

i
��1

�t
= �−

1

2

�2

�z2 +
�2

2
z2 +

1

2
�U1 + U12�nT +

1

2
�U1 − U12���1�2

−
1

2
�U1 − U12���2�2��1, �30a�

i
��2

�t
= �−

1

2

�2

�z2 +
�2

2
z2 +

1

2
�U2 + U12�nT −

1

2
�U2 − U12���1�2

+
1

2
�U2 − U12���2�2��2. �30b�

In this formulation, the term �2z2 /2+ �Ui+U12�nT /2�Vi
eff

�i=1,2� functions as the nearly static confining potential.
Then, it is easy to understand how the nonlinear terms in Eq.
�30� work. If U1�U12 in Eq. �30a�, the intracomponent cou-
pling becomes attractive, whereas the intercomponent cou-
pling becomes repulsive. This favors a spatially localized
structure of the �1 component and phase separation between
the two components. The same argument applies to the �2
component. Even when U2�U12, the �2 component forms a
domain structure if U1�U12 is satisfied because the modu-
lation develops out of phase.

This interpretation based on the condensates with attrac-
tive interactions can be extended to the effective one-
component description of the domain formation �28,41�. Par-

ticularly, in the case of the Stenger et al. experiments �18�,
the two-component condensates of 23Na atoms are character-
ized by U1=U12�U, in which Eq. �30� can be reduced to

i
��1

�t
= �−

1

2

�2

�z2 + Vi
eff��1, �31a�

i
��2

�t
= �−

1

2

�2

�z2 + Vi
eff + �U2 − U���2�2��2. �31b�

Then, Eq. �31a� is a linear Schrödinger equation and an ef-
fective attractive interaction appears for the �2 component
because U2−U�0 �23,42�. This means that the sudden
population transfer from �1� to �2� is formally equivalent to
the sudden change of the atomic interaction of �2� from posi-
tive to negative. Therefore, the generated domains in Figs. 3
and 4 may have a solitary wave structure such as a bright
soliton train in a single component condensate �11–13�.

Some dynamics are also similar to those in the numerical
simulation of bright soliton formation, in which bright soli-
tons are first generated at the edge of an initial condensate
�11–13�. Since there is no noise in our simulation, the MI is
triggered by self-interference fringes of the wave function. It
was shown that the wavelength �amplitude� of self-
interference fringes in the initial wave function is longer
�larger� at the edge of the condensate than that at the central
part �12,13�. These fringes can be the seed of the modulation,

first reaching the unstable wavelength 2� / k̃max at the edge.

C. Numerical results for region (b)

We turn to the dynamics for the combination �b� in Table
I. This combination of coupling constants does not appear in
other systems described by similar model equations. The re-
markable feature in this case is the existence of bright soli-
tons supported by the intercomponent attraction even if the
intracomponent interaction is repulsive. Some features such
as stability and collisional properties of this soliton were
studied recently �43�. These studies also discussed the dy-
namics of soliton formation from the initial state that causes
phase separation.

As in case �a�, after preparing the initial states �1 and �2
that have an equivalent distribution with an inverted parabola
and the normalization condition 	dz ��i�2=1/2 �i=1,2�, we
change instantaneously a12 from zero to a negative value. In
these simulations, small wave fragments with a large kinetic
energy are generated when the wave functions undergo self-
focusing collapse. These waves spread to the edges of the
area of numerical simulations and the reflected waves from
the edges make the calculation unreliable. To prevent this
reflection, we added an absorptive potential with the form
VI=V0�1+tanh��z−z0� /��tanh��z+z0� /���, where z0 repre-
sents the position of the numerical edge and we set
V0=100i and �=5; VI can absorb only the waves that reach
the edge.

In this case, the dynamical evolution should be similar to
what is observed in an attractive single-component BEC.
This is due to the fact that the intercomponent attraction
favors the spatial overlap of the wave function such that
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��1�2���2�2. Then, the coupled GP equations are reduced to

i
��i

�t
� �−

1

2

�2

�z2 +
�2z2

2
+ �Ui + U12���i�2��i, i = 1,2.

�32�

Hence, we can expect that the MI occurs for Ui+U12�0
�ai+a12�0�. Using the results in Fig. 1, the necessary con-
dition for the MI is given by a12�a12

c =−
a1a2=−5.65 nm.

1. Condensate dynamics in a harmonic potential

The main feature of the attractive intercomponent interac-
tion is to make the condensate self-focus on the center of the
harmonic trap. Figure 5�a� shows the time evolution of the
central density ��1�0, t��2 for N=5�103 and several values
of a12. Due to the mutual attraction and the presence of the
harmonic trap, the overall density contracts at the center.
Subsequently, the kinetic-energy cost of this focusing makes
the condensates expand with two components repeating this
contraction and expansion. Above a12�−5.7 nm, although
the central density of the condensates undergoes a large am-
plitude oscillation, no spatial fragmentation occurs. Below
a12�−5.7 nm the central density collapses into some pulsed
wave packets, or bright vector solitons, characterized by a
sech-type form of both components �43�. The existence of

these solitons are ensured by the intercomponent attractive
interaction, because the intracomponent interaction is repul-
sive. The second self-focusing at t�220 generates three soli-
tary waves �see Fig. 5�b��. The soliton at the center does not
move whereas the other small two solitons propagate out-
ward and come back to the center because of the trapping
potential. Then, the two propagating solitons merge with the
central soliton and this merging generates a few bright soli-
tons again. This nearly recurrent process repeats several
times, creating a single soliton at the center with the help of
the inelastic particle loss.

2. Condensate dynamics in an expulsive potential

It is not easy to compare the above numerical results with
the MI analysis in Sec. II C. The density inhomogeneity in
the numerical simulation has a significant effect on the soli-
ton formation, the MI analysis for the homogeneous conden-
sate cannot be applicable. Also, the large particle loss of the
first collapse makes use of the particle number N nontrivial

to estimate k̃max. To prevent the focusing collapse, we ran a
similar simulation but with a trapping potential with negative
curvature, also known as an expulsive potential �6,13�. Fig-
ure 6 shows the resulting dynamics for a weak expulsive
potential V=−�0.1��2z2 /2, where we used the parameters
N=5�104 and a12=−6.0. In this case, a self-focusing col-
lapse does not occur, but the density modulation grows spon-
taneously from the edges of the condensate, forming a bright
soliton train. This result agrees with the single-component
result in Ref. �13�.

The MI condition in this case is given by the same ana-
lytic form in region �a�. For example, the fastest growth
mode is given by Eq. �28� and the characteristic length scale

2� / k̃max=14.2 for N=5�104 and a12=−6.0 nm is in reason-
able agreement with the wavelength of the growing modula-
tion and the size of the bright solitons �see Fig. 6�b��.

FIG. 5. �Color online� Numerical results of region �b� for
N=5�103, where the condensates are trapped by a harmonic po-
tential. �a� Time development of condensate density ��1�2 at z=0 for
a12=−5.6, −5.8, and −6.0 nm. The insets show the details of the
evolution during the first and third focusing. The development of �2

component is similar to what is seen in �a� because the modulation
develops in-phase. �b� The contour plots of the density of both
components with respect to time ��0, 750�, horizontal axis� and
z ��−100,100�, vertical axis� for a12=−6.0 nm. �c� The density pro-
files of ��1�2 �solid curve� and ��2�2 �dashed curve� for
a12=−6.0 nm at t=150, t=375, and t=600. The unit of time is ��

−1.

FIG. 6. �Color online� Condensate dynamics in an expulsive
potential. �a� The contour plots of the density of both components
with respect to time ��0, 600�, horizontal axis� and z ���200, 200�,
vertical axis� for N=5�104 and a12=−6.0 nm. �c� The density pro-
files of ��1�2 �solid curve� and ��2�2 �dashed curve� at t=150,
t=300, and t=450. The unit of time is ��

−1.
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D. Numerical results for region (c)

We now address the situation in which the intracompo-
nent interaction in one component is repulsive, while that of
the other is attractive. A single-component condensate with
attractive interactions can generate bright solitary waves be-
cause of its nonlinear self-focusing effect �11–13�. Here we
ask the related question: in the presence of two components,
how are the self-focusing collapse and the formation process
of bright solitons affected by the intercomponent interaction?

The conditions for the numerical simulation are those for
region �b�. To prevent the reflection of the waves at the nu-
merical edge, we used the absorbing potential VI. The initial
states �1 and �2 were distributed equally with N1=N2=N /2
�i.e., 	dz ��i�2=1/2 �i=1,2��. We changed the value of a2 to
a negative one a2=−0.2 nm at t=0. Then, the �2 component
generates bright solitons via MI induced by the intracompo-
nent attraction. If a12=0, the time evolution of �2 is the same
with the single component problem. However, the presence
of the second component and the resulting intercomponent
interaction changes the dynamics significantly. In this sec-
tion, we consider the case in which the intercomponent in-
teraction is repulsive.

1. Condensate dynamics in a harmonic potential

We first ran the simulation in the presence of a harmonic
potential for the particle number N=5�103. The time evo-
lution of the central density is shown in Fig. 7�a�. For
a12=0, while the repulsive �1 component makes a breathing
oscillation caused by a sudden population change at t=0, the
�2 component undergoes contraction and expansion as we
found previously �Fig. 5�. However, the �2 component forms
no spatial pattern, probably because the particle number is
not large enough to cause the instability. However, a12 has a
larger influence on the MI as it increases, eventually leading
to the spatial pattern shown in Figs. 7�b� and 7�c�. This result
shows the increase of the MI strength through the presence
of the other component, as found in Sec. II C.

The numerical simulation reveals how the spatial pattern
forms from the increased MI. Initially, the attractive �2 com-
ponent focuses at the center. Because of the intercomponent
repulsion, the density modulation grows out of phase be-
tween the two components and the focused �2 creates a den-
sity dip in �1 at the center. This strong density disturbance
generates counter-propagating density kinks, also known as
dark solitons, in the �1 component. A similar formation
mechanism for the single-component system was found in
Ref. �44�, where the disturbance was given by an external
potential. The rigidity of the dark solitons is ensured by the
fact that they are clearly visible and propagate stably in the
subsequent time evolution, as seen in Fig. 7�b�. The bright
solitons of the attractive �2 component also copropagate, be-
ing embedded by these dark solitons. This composite soliton
is referred to as “dark-bright soliton” or “gray-bright soli-
ton,” which is characteristic of the system having a vector
order parameter �32,45�. Though the composite solitons
propagate outward, the bright solitons slip out of the density
dips of the dark solitons, coming back first to the center. This
causes the collision of the multiple bright solitons, which
generates again the new composite solitons. A further in-
crease in N or a12 increases the number of generating soli-
tons and their collision gives rise to more fine-density
ripples.

2. Condensate dynamics in different trapping potentials

Because the focus here is on nonlinear dynamics induced
by the MI from initially miscible condensates, it is desirable
that the two components are overlapped as much as possible
while the MI occurs. To prevent the focusing collapse of the
attractive component, we can also consider an expulsive po-
tential. However, the use of the same expulsive potential for
both components has a negative influence on the repulsive
component because this component quickly expands and dis-
appears. To avoid this problem, we use different trapping
potentials V1=�1

2z2 /2 and V2=�2
2z2 /2 for the two compo-

nents. This situation can be realized experimentally using the
difference in the magnetic g-factor or the index of hyperfine
sublevels for atoms in each component �30�. Also, tuning the
wavelength of an optical laser beam can create an optical
potential that depends on the atomic hyperfine spin state
�46�.

To better understand the role of the �2 trapping frequency
on the dynamics, we ran a simulation with the parameters

FIG. 7. �Color online� Numerical results of region �c� for
N=5�103, where the condensates are trapped by a harmonic po-
tential. �a� Time development of condensate density ��1�2 �upper
panel� and ��2�2 �lower panel� at z=0 for a12=0 nm and 0.5 nm. �b�
The contour plots of the density of both components with respect to
time ��0, 600�, horizontal axis� and z ��−100,100�, vertical axis� for
a12=0.5 nm. �c� The density profiles of ��1�2 �solid curve�, ��2�2
�dashed curve� for a12=0.5 nm at t=78, t=120, and t=300. The
unit of time is ��

−1.
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N=5�104 and a12=0.5 nm and the same trapping frequency
�1=� for �1, but varied the trapping frequency for �2. The
results are shown in Fig. 8. In �a�, the time development of
only the attractive �2 component is shown for the case with-
out a trapping potential �2=0. Because of the repulsive in-
tercomponent interaction the �2 component is pushed aside
by the �1 component. In addition, although the modulation
grows from the edge, the bright solitons cannot move inside
so they instead go outside. As a result, to cancel the effect of
the intercomponent repulsion and to make the two compo-
nents overlap, we had to use a trap with a weakly positive
curvature for �2. We found that for �2=0.3�, the trapping
potential �2

2z2 /2 and the intercomponent repulsion U12 ��1�2
�U12nini /2 are balanced, creating a flat effective potential.
Then, focusing of �2 at the center does not occur and we can
thus study the pattern forming dynamics. Further increase in
�2 focuses the �2 component into the center as shown in Fig.
8�c�.

From Fig. 8�d�, we find that the generated solitons also
have the gray-bright character, where the bright solitons of
�2 combine with the density dips of �1. The formation dy-
namics is similar to those found in the preceding sections, in
which the out-of-phase modulation grows from the conden-
sate edges and evolves into the solitary waves. We find that
the MI-induced dynamics is very sensitive to the change of
a12. For a12�0 both the characteristic time scale for the MI
to start and the wavelength of the initially developed modu-
lation from the condensate edge �the left-hand panel of Fig.
8�d�� decrease from those found for the simulation of a12
=0 �not shown�. As a result, the size of the bright solitons
become smaller with increasing a12. This is the multiplica-
tion effect of the MI caused by the intercomponent interac-
tion.

E. Numerical results for region (d)

Finally, we discuss the dynamics when both a2 and a12 are
negative. The numerical procedure is the same as that in the

preceding section except this case has different scattering
lengths. At t=0 we give a2=−0.2 nm and some negative
value of a12.

1. Condensate dynamics in a harmonic potential

According to the MI analysis, the modulation should de-
velop in-phase in this region. Thus, in the harmonic poten-
tial, the density focusing due to the attractive component
creates a local density hump of the repulsive component.
Both sides of this density hump evolve to a counter-
propagating dark soliton pair in the repulsive component, as
seen in Fig. 9�b�. Before these dark solitons come back to the
center, the second focusing collapse occurs and generates a
new dark soliton pair. On the other hand, the focusing col-
lapse also generates counter-propagating bright solitons in
the attractive component. This combined dynamical process
and the resulting multiple collisions of the solitons at the
center make the dynamics extremely complex. As the par-
ticle number is increased, although the above dynamical fea-
ture seems to be similar, we cannot obtain a clear physical
picture and the reliable numerical accuracy because of the
rapid density fluctuations generated through the above pro-
cesses.

FIG. 8. �Color online� Contour plots of the density of the attrac-
tive �2 component with respect to time ��0, 500�, horizontal axis�
and z ���200, 200�, vertical axis� for N=5�104, a12=0.5 nm, and
�a� �2=0, �b� �2=0.3�, and �c� �2=0.6� ��=0.02�. �d� The density
profiles of ��1�2 �solid curve�, ��2�2 �dashed curve� for the plot �b� at
t=150, t=300, and t=450. The unit of time is ��

−1.

FIG. 9. �Color online� Numerical results of region �d� for
N=5�103, where the condensates are trapped by a harmonic
potential. �a� Time development of condensate density ��1�2 �upper
panel� and ��2�2 �lower panel� at z=0 for N=5�103 and
a12=0 nm and −0.5 nm. �b� Contour plots of the density of both
components with respect to time ��0, 600�, horizontal axis� and
z ���100, 100�, vertical axis� for a12=−0.5 nm. �c� The density
profiles of ��1�2 �solid curve� and ��2�2 �dashed curve� for
a12=−0.5 nm at t=80, t=120, and t=300. The unit of time is ��

−1.
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As seen in Fig. 9�a�, the density focusing at the center
occurs faster than that for a12=0, while in region �c� it occurs
slower than that for a12=0 �see Fig. 7�a��. This difference is
caused by the effect of the intercomponent interaction; the
mutual attraction quickens the focusing process of the �2
component, whereas the mutual repulsion delays the focus-
ing. Another feature is that the dynamic behavior of the dark
solitons in �1 are independent of the behavior of the bright
solitons in �2. These solitons do not form composite vector
solitons, because the mutual attraction acts against the cou-
pling of the density dips and the density peaks.

Condensate dynamics after turning off the trapping potentials

To see the MI induced dynamics more clearly, we con-
sider a simple situation in which the two components freely
expand by turning off the trapping potential. We first pre-
pared the same initial condition as in the preceding section
�III E 1� and then turned off the trapping potential at t=0.
Figure 10 represents the results for N=5�104 and a12=
−1.0 nm. Because of the mutual attraction, the repulsive
component expands more slowly than that with the simula-
tion with a12=0. After that, the MI starts from the edge of the
attractive component and the modulation becomes in-phase
for each component. Then, a train of composite solitons
forms through the MI. Each soliton is largely the bright com-
ponent of �2 with a small fraction of the �1 component being
trapped by the bright soliton. The trapped �1 component cre-
ates the density peaks upon the bright soliton despite the
repulsive interaction and the peaks persist during the free
expansion. This soliton has been called a bright-antidark
soliton �45�. With increasing �a12�, the expansion becomes
slower and a larger number of sharp composite solitons are
formed. A similar trapping mechanism of the solitons is seen
in a mixture of bosons and fermions �47�; however, the den-
sity expansion of the fermions in that case is caused by the
Pauli exclusion principle.

IV. CONCLUSION

We analyzed the modulation instability and the nonlinear
dynamics of multiple solitary wave formation in trapped
two-component BECs. The MI of this system was classified
according to the signs and magnitudes of the s-wave scatter-
ing lengths. Then, we used the one-dimensional coupled GP
equations with the particle loss term to numerically simulate
the nonlinear dynamical stage after the MI occurs. For each
combination of the scattering lengths, an unstable modula-
tion grew up to a train of vector solitons unique to the two
component system. As a result, we obtained the following
picture.

�a� When all coupling constants were repulsive, the strong
intercomponent interaction caused the phase separation of
the two components. The MI first grew near the edge of the
condensate, giving rise to solitary waves with alternating
condensate domains. These phenomena reproduced the ex-
perimental observation by Miesner et al. �29�. Because the
density modulation developed out of phase, the total density
hardly changed during the domain formation, and this al-
lowed us to reduce the system to a single-component con-
densate with attractive interactions.

�b� When the coupling resulted in strongly attractive in-
tercomponent forces, the two components underwent a fo-
cusing collapse despite of their repulsive intracomponent in-
teractions. If the condensates were moved to an expulsive
potential, the instability of the in-phase modulation gener-
ated a vector bright soliton train. In this case, the fact that the
two components always overlapped reduced the system to
that of a single-component condensate. Thus, the dynamical
feature was similar to that in a single-component case �13�.

�c� When one of the components had an intracomponent
attractive interaction, the presence of the other component
increased the growth rate of the MI over that of the single-
component case. Moreover, the unstable dynamics was sen-
sitive to the shape of the trapping potential. For a harmonic
potential, the density of the attractive component focused in
one spatial region, and this focusing strongly perturbed the
repulsive component in this region, which subsequently pro-
duced a train of dark solitons. Then, the attractive component
coupled with the dark solitons such that the total condensates
formed dark-bright solitons. When the trapping potential was
different from each other, the MI occurred from the density
edge of an initially miscible condensate, leading to the for-
mation of a train of dark-bright solitons. In this case, the
formation dynamics was greatly influenced by the intercom-
ponent repulsion. In particular, an increase in a12 increased
the strength of the MI and increased the number of the soli-
tons.

�d� When the intercomponent interaction was attractive,
the dynamics became more complex. In a harmonic poten-
tial, the focusing collapse generated dark solitons in the re-
pulsive component and bright solitons in the attractive one.
However, these solitons could not be coupled through the
intercomponent attraction. When the trapping potential was
turned off, the in-phase modulation developed composite
solitons in which some fractions of the repulsive component
were trapped by the bright solitons in the attractive compo-
nent.

FIG. 10. �Color online� Simulation for N=5�104 and
a12=−1.0 nm, in the case without a trapping potential. �a� The con-
tour plots of the density of both components with respect to time
��0, 500�, horizontal axis� and z ���200, 200�, vertical axis�. �c� The
density profiles of ��1�2 �solid curve� and ��2�2 �dashed curve� at
t=140, t=250, and t=375. The unit of time is ��

−1.
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Finally we discuss the feasibility of observing the above
results experimentally. The situation is that in which two
components initially have the same density profile with an
inverted parabola and they also have the same position. This
can be achieved experimentally by using atoms of the same
species but different hyperfine levels. Then, with an rf pulse,
one can instantaneously transfer one-half of the condensed
atoms in one hyperfine level to the other level �16,29�. In
addition, the Feshbach resonance during atomic collisions
depends on both the hyperfine level and the magnetic field.
Thus, a suitable choice of the atomic hyperfine levels and
control of a magnetic field can realize the parameter regime
in Table I.

Another way to control the MI condition for two-
component BECs is to use a periodic potential �48�, that can
change the effective atomic mass. In particular, if the atomic
interaction is repulsive, the negative effective mass corre-
sponds to the anomalous diffraction regime and, as a result,
the system is modulationally unstable.
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