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High-resolution S 2p−1 photoelectron spectra and S 2p−1→X 1A1�2b1
−2� normal Auger electron spectra

�AES� of H2S were measured for various photon energies in the range from 180 to 240 eV. The equilibrium
geometry, vibrational energies ��, and anharmonicities x��, for the S 2p−1 intermediate and X 1A1�2b1

−2� final
states were derived from the energy splittings and the intensity distributions of the vibrational substates. The
relative intensities of the various S 2p−1→X 1A1�2b1

−2� normal Auger transitions as well as the lifetimes of the
various S 2p−1 core-ionized states were also derived. In addition to the S 2p−1→X 1A1�2b1

−2� transitions, some
weak structures were observed in the AES, with intensities that exhibit pronounced photon-energy
dependences.
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I. INTRODUCTION

In molecules, two-hole final states created by an Auger
decay subsequent to core ionization are normally dissociative
leading to broad spectral features. However, in some special
cases, when both holes are created in nonbonding orbitals,
the two-hole final state can be stable or quasistable with re-
spect to dissociation. This has been shown for HCl or DCl
�1–3�, HBr or DBr �4,5�, and HI �6�. Intermolecular forces
are, however, very sensitive to any changes in the valence
shell and transitions to these undissociative states will there-
fore lead to large changes in the equilibrium geometry and to
extended vibrational fine structure. In the present paper we
address the S 2p−1→X 1A1�2b1

−2� normal Auger transitions
in H2S. This is the only normal Auger transition in this mol-
ecule, which displays narrow peaks with vibrational fine
structure, since the molecular orbital 2b1 is the only one
directed out of the molecular plane, with the consequence
that it is nonbonding, i.e., the 2b1

−2 final state is stable with
respect to dissociation. Any other combination of two holes
in the final state leads to dissociation. Thus, the S 2p−1

→X 1A1�2b1
−2� normal Auger transition in H2S has been

widely studied. In 1991 Svensson et al. reported on medium-
resolution normal Auger electron spectra �AES� of H2S �7�.
In those spectra, the ligand-field splitting of the S 2p3/2

−1 level
into the components 4e1/2 and 5e1/2 could not be resolved. As
a result of this unresolved splitting, in combination with a
strong suppression of the S 2p3/2

−1 4e1/2→X 1A1�2b1
−2� transi-

tion that was not known in those days, the first photoelectron
spectra �PES� and AES resulted in different spin-orbit split-
tings of the S 2p level. Only three years later, spectra with
improved resolution revealed the strong suppression of the
S 2p3/2

−1 4e1/2→X 1A1�2b1
−2� transition resolving the discrep-

ancy �8�. The most recent work �9� presented a detailed
analysis of high-resolution AES focusing on the intensity of
the different S 2p−1→X 1A1�2b1

−2� Auger transitions, the vi-
brational progression, and the core-hole lifetimes of the vari-

ous S 2p levels. In this work, we continue with the studies of
the S 2p−1→X 1A1�2b1

−2� normal Auger transitions in H2S
and derive the equilibrium geometry of H2S in intermediate
and final states by detailed fit analyses of the AES and PES.

As mentioned above, the core-ionized intermediate state
S 2p−1 in H2S is split threefold by spin-orbit and ligand-field
splitting into the sublevels 3e1/2, 4e1/2, and 5e1/2. The energy
splitting of the S 2p3/2

−1 level caused by molecular field and
vibrational splitting is comparable to the lifetime broadening
of the core hole. This causes an overlap of the various inter-
mediate states, resulting in lifetime interference contributions
in the Auger spectra, i.e., the ionization and the Auger decay
have to be described as one-step processes.

We recently performed a detailed analysis of the
Br 3d−1→4p�−2 normal Auger spectra of HBr and DBr tak-
ing spin-orbit and ligand-field splittings as well as vibra-
tional fine structure into account �5�. This led to a reassign-
ment of the spectrum and to a deeper insight into the
potential energy surfaces of the states involved. We also con-
sidered the vibrational lifetime interference contribution
originating from a one-step process and showed that this
effect has a much stronger influence on the spectrum than
hitherto believed—although higher vibrational substates are
very weak in the PES that probe the intermediate core-hole
state. Subsequently, we improved our data analysis so that
we were able to take electronic lifetime interference into ac-
count in a semiempirical way, and applied this procedure to
the Cl 2p−1→3p�−2 normal Auger transition of HCl and
DCl �3�. In these studies it has been found that electronic
lifetime interference terms play only a minor role in the spec-
trum. This is due to the large number of final states since for
a full description of the final state, the symmetry of the pho-
toelectron and the Auger electron have to be taken into ac-
count.

The present work provides an analysis of the
S 2p−1→X 1A1�2b1

−2� normal Auger spectra of H2S similar
to the one published recently for HBr and DBr �4� as well as
for HCl and DCl �3�. In the present case, the normal AES
and PES were fitted simultaneously, and electronic lifetime
interference terms were taken into account in a semiempir-
ical way. We report on consistent values for the equilibrium
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distances, vibrational energies, and anharmonicities of the
potential-energy curves of the 2b1

−2 final states as well as on
relative Auger rates for all S 2p−1→2b1

−2 transitions. It had
been shown for HBr that such detailed understanding of the
normal AES can be extremely helpful for the analysis of
resonant AES �10�.

We use the following notation for describing the elec-
tronic levels: The five core levels are mainly atomiclike and
sulphur derived, and we use S 1s, S 2s, S 2p1/2, and S 2p3/2
as notations. The ligand field leads to three S 2p levels that
are labeled in the order of decreasing binding energy as 3e1/2,
4e1/2, and 5e1/2. The valence orbitals are strongly influenced
by the symmetry of the molecule, and we employ the sym-
metry notation with 4a1, 2b2, 5a1, and 2b1 for the four oc-
cupied valence orbitals.

II. EXPERIMENTAL SETUP

The PES and AES of H2S were recorded at the gas-phase
beamline I411 of the 1.5-GeV electron storage ring Max II in
Lund, Sweden. The measurements were performed with pho-
ton energies between 180 and 240 eV. The PES were taken
with a photon energy resolution of about 15 meV �full width
at half maximum �FWHM��, using a 10-�m exit slit for the
monochromator. The AES were recorded at a lower photon
energy resolution �of �0.6 eV�, in order to increase the
count rate; this is possible since the photon resolution of the
excitation process does not contribute to the total resolution
of an AES. The beamline endstation is equipped with a high-
resolution Scienta SES-200 hemispherical electron analyzer
that can be rotated in the plane perpendicular to the incoming
beam. All spectra were collected at the magic angle of 54.7°
and by retarding the electrons entering the analyzer to a pass
energy of 10 eV. This corresponds to a kinetic-energy reso-
lution of about 20 meV. The spectra were calibrated to the
energy values given in Refs. �8,9�. The H2S gas used in the
measurements was purchased from Sigma-Aldrich Chemie
GmbH, with a purity of 99.9% that was checked by record-
ing the photoelectron spectra in the valence region in order
to detect possible impurities, such as water.

III. DATA ANALYSIS

The data analysis has been described in detail in a previ-
ous publication �5�. Here we summarize only the major ideas
and describe the differences from the previous procedure �5�.
The AES and PES were fitted simultaneously using the same
set of parameters when possible. This allowed us to describe
the two spectra with �30 fit parameters, leading to more
reliable fit results for the common parameters. In the fit pro-
cedure, the molecular field and spin-orbit splitting were
taken into account, as well as post-collision interaction �PCI�
and vibrational fine structure.

Since the energy splittings between the S 2p3/2
−1 4e1/2 and

S 2p3/2
−1 5e1/2 intermediate states and the vibrational substates

of the different S 2p−1 core-ionized states are of the same
order of magnitude as the lifetime width �, the process can-
not be described in a two-step model. Consequently, the ex-
citation and deexcitation processes were described in a one-

step model according to the Kramers-Heisenberg formula
�11� taking lifetime interferences into account.

The relative intensities of transitions to the various vibra-
tional sublevels are proportional to the squares of the Franck-
Condon factors �FCFs�, which are determined by the overlap
between the vibrational wave functions in the potential en-
ergy surfaces in the ground, the intermediate, and the final
states. To calculate the FCF, Morse potentials for the ground
state, the intermediate S 2p−1 core-ionized state, and the 2b1

−2

final state were assumed; possible differences in the potential
energy surfaces of the various ligand field components of the
2p−1 core-ionized state were neglected. A Morse potential is
defined by three parameters: the vibrational energy ��, the
anharmonicity x��, and the equilibrium distance along the
corresponding normal coordinate Q. Based on these three
parameters for each Morse potential, the FCF for an elec-
tronic transition can be calculated with an algorithm based
on the work of Halman and Laulich �12� as well as Ory et al.
�13�. The values for the potential energy surface of the
ground state were taken from the literature �14�. The three
parameters for the Morse potentials of the S 2p−1 intermedi-
ate and the 2b1

−2 final state were varied in each iteration step
during the fit analysis in order to improve the consistency
with the experimental results.

The calculations of the vibrational matrix elements for the
fit analysis were not performed in real space but in the space
of the normal coordinates, resulting in changes of the normal
coordinates upon electronic transition �Q. Polyatomic mol-
ecules possess more than one normal coordinate, and the
various normal coordinates Qi can normally not be associ-
ated with a single bond distance ri or a single bond angle �i.
In order to convert the changes of the normal coordinates to
changes of the geometrical parameters of the molecule, such
as intermolecular distances and angles, it is necessary to
know the relationship between normal coordinates and inter-
nal coordinates, which—in the case of H2S—are two H-S
distances r1 and r2 and the H-S-H bonding angle �. This
relationship can be established from first principles, i.e.,
from the Lagrange equations for a three-body system, using
an algorithm described in Ref. �15�. In the basis set of the
internal coordinates, the force matrix F is diagonal in good
approximation. The matrix elements of the matrix F, i.e., the
force constants, were taken from Refs. �16–18�. The nondi-
agonal elements turn out to be small and were neglected in
the present calculation. The gravity matrix in internal coor-
dinates G−1 can be derived from the usual mass matrix M
using G−1=BtM−1B. Here B represents the transformation
matrix between the Cartesian coordinates and the internal
coordinates; B can be readily derived from the geometry of
the H2S molecule.

The vibrational energies of the different modes are the
eigenvalues of the matrix G�F; a comparison of these ei-
genvalues with the vibrational energies taken from literature
allows one to check the accuracy of the performed calcula-
tions. Each eigenvector of this matrix corresponds to the mo-
tion of a normal mode in terms of internal coordinates. This
leads us to the following relation between the changes of the
normal coordinates and the internal coordinates:
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� �r1

�r2

��r0
� = � 0.7061�2� 0.004�1� 0.707�0�

0.7061�2� 0.004�1� − 0.707�0�
− 0.053�2� 0.999��1� 0�0�

�
� ��Q1

�Q2

�Q3
� . �1�

Here, Q1, Q2, and Q3 describe the symmetric stretching,
bending, and asymmetric stretching vibrational mode, re-
spectively, and r0 is the H-S equilibrium distance in the
ground state. The error bars for the matrix elements are given
in units of last digit, and they result from using the different
sets of force constants available in the literature �16–18�.
Here “�1” means an error small compared to the last digit,
and “0” indicates exact values, resulting from group theory
arguments. In the data analysis, only the excitation of the
mode Q1 was observed. This vibrational mode leads mainly
to identical changes in the two H-S bond distances, but also
to minor changes in the H-S-H bond angle. In principle, the
matrix G�F should be different for each electronic state due
to the different force constants and geometries. Different
force constants, however, have only small influences on the
matrix elements �see above�. In addition, we found the influ-
ences of changes in the geometry to be even much smaller
than the influences of changes of the force constants. These
results justify the use of the same matrix G�F for all elec-
tronic states involved in the Auger process.

For both the PES and the AES, the PCI has to be taken
into account. For this, the lines in the PES as well as the
direct terms in the Kramers-Heisenberg equations, that de-
scribe the Auger spectra, can be approximated by a line
shape given by Kuchiev and Sheinerman �19�; it is used in
the present paper in its simplified form described by Armen
et al. �20�. For the less important cross terms, we use the line
shape given by the corresponding terms of the Kramers-
Heisenberg equation by including an average energy shift to
approximate the photoelectron relaxation. All line shapes
were convoluted with a Gaussian with a width of 20 meV
�FWHM� to simulate the resolution of the electron analyzer.

The background in the AES consists of a parabolic line
and two broad Gaussian lines that describe Auger transitions
to states unstable with respect to dissociation. In addition,
four less intense and narrow Lorentzian lines were found in
the spectra that will be discussed further below.

IV. RESULTS AND DISCUSSIONS

A. The photoelectron and Auger spectra

The PES and AES were measured for various photon en-
ergies h	 ranging from 180 to 240 eV. The spectra obtained
at h	=230 eV are presented in Figs. 1 and 2, with the solid
lines through the data points representing the fit results.

The PES in Fig. 1 consists of three main lines due to
spin-orbit and ligand-field splitting. Each line shows a tail
towards higher binding energies caused by PCI; in addition
to this PCI tail, each main photoemission line exhibits a
weak shoulder that is due to excitation of the stretching vi-

brational mode; these shoulders are marked by vertical ar-
rows in Fig. 1. From the fit analysis it turns out that the
relative intensities of the various S 2p−1 photoemission lines
are rather independent of the excitation energy. The different
relative peak heights that can be seen in the spectra measured
at different excitation energies �see, e.g., Ref. �8�� are mainly
due to the influence of PCI, which decreases with increasing
photon energy.

In Fig. 2 a typical S 2p−1→X 1A1�2b1
−2� AES is presented.

The Auger transition from the S 2p1/2
−1 intermediate state to

the undissociative final state 2b1
−2 is shown as an example in

the dashed subspectrum. Each of the transitions exhibits a
rich vibrational fine structure due to large differences be-
tween the equilibrium distances of the core-excited and the
final states. As in the PES, PCI influences also the line pro-
files of the AES, however, as a tail towards higher kinetic
energies. Besides this, some additional features can be seen

FIG. 1. The H2S S 2p−1 photoelectron spectrum taken at a pho-
ton energy of h	=230 eV. The solid line through the data points
represents the fit result. All peaks exhibit a PCI line shape accom-
panied by weak vibrational satellites that are indicated by vertical
arrows.

FIG. 2. S 2p−1→X 1A1�2b1
−2� Auger spectrum taken at a photon

energy of 230 eV. The solid line through the data points represents
the result of a fit analysis with the dotted curve representing the
background. The intensities of the various S 2p−1→2b1

−2 Auger
transitions are given by the vertical-bar diagram. The dashed sub-
spectrum, in the lower part of the figure, represents the vibrational
progression of the S 2p1/2

−1 3e1/2→2b1
−2 Auger transition, and the

solid subspectrum represents the vibrational lifetime interference
contributions. The vertical arrows �peaks a–d� mark weak Auger
transitions that are related to multielectron excitations �see text�.
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in the spectra; they are marked by vertical arrows and are
probably related to the Auger decay of intermediate states
with multielectron excitation �see below�.

From the PES and AES, a splitting between the
S 2p3/2

−1 5e1/2 state and the 2p3/2
−1 4e1/2 state �2p1/2

−1 3e1/2 state� of
111±1 meV �1255±1 meV�, respectively, is derived. These
two splittings are caused by spin-orbit and ligand-field inter-
action and agree well with previous experimental results
given in Refs. �8,21�. The value of 90 meV for the ligand-
field splitting obtained by Bueno et al. �9� appears too small,
indicating that in that work the contributions of the
S 2p3/2

−1 4e1/2→X 1A1�2b1
−2� Auger transition to the spectrum

were described with less accuracy. The ligand-field splitting
of the S 2p3/2 state obtained in the present work agrees well
with the theoretical results of Bøvre �22� of 108 meV and of
Bueno et al. �9� of 114 meV.

For the detailed analysis of the vibrational structures only
the excitation of the symmetric stretching vibrational mode
was taken into account. Nevertheless, good agreement be-
tween the measurements and the fit results was obtained.
Possible excitations of the bending and the asymmetric
stretching vibrational modes show no contributions to the
spectra, which however, is not an unexpected result. Since
the electron density distribution of the final state 2b1

−2 is es-
sentially symmetric, an excitation of the asymmetric stretch-
ing vibrational mode is not expected. The bending vibra-
tional mode is also not noticeably excited since the main
changes in intermolecular parameters occur in the H-S
bondlength, but not in the bonding angle.

Table I summarizes the parameters obtained for the poten-
tial energy curves of the intermediate and the final states.
Relative changes in the equilibrium values for the normal
coordinate Q1, the vibrational energies ��, and the anharmo-
nicities x��, were taken from the fit. The equilibrium geom-
etries of H2S in the intermediate and the final state were
derived from the fit results and the geometry of the ground
state �15�. The anharmonicity of the intermediate state could

not be derived due to the weak vibrational progression. Both
the intensities and the energy positions of the vibrational
substates in the Auger transitions are described well by using
the same values for �� and x��. This result makes the
presence of a possible Fermi resonance between the stretch-
ing vibrational mode and the bending vibrational mode quite
unlikely; such a Fermi resonance between different vibra-
tional modes has been found for the C 1s−1 photoionization
spectrum in methane and resulted in inconsistent values for
the vibrational energies and anharmonicities by fitting these
parameters to the intensities or the energy positions of the
vibrational substates �23,24�. For comparison, the vibrational
energy �� and anharmonicity x�� obtained by Eland in the
direct double photoionization process are also given �25� re-
vealing that the present values do not agree within the pre-
vious results within the limits of error.

The value and sign of �Q1 between the intermediate and
the final state can be taken directly from the intensity distri-
bution of the Auger lines and the fact that the vibrational
energy in the intermediate state is much higher than in the
final state. It is, however, almost impossible to derive the
sign of �Q1 between the ground state and the intermediate
state from the PES alone, since the vibrational progression in
the intermediate state is so weak. As an alternative, the sign
can be obtained from lifetime interference contributions in
the AES.

The solid subspectra in Fig. 2 represent contributions
from vibrational lifetime interference, which are significant
for the high-energy side of each vibrational band. These vi-
brational lifetime interference terms are less intense than the
direct terms, but they are sensitive to the sign of �Q in the
excitation process.

This sign sensitivity of the vibrational lifetime
interference is due to the fact that the Franck-Condon
factors contribute in a linear way to the corresponding
term in the Kramers-Heisenberg equation, i.e.,
		 f 
	i�		i 
	g�		g 
	i��		i� 
	 f�, with 	g �	 f� being the vibra-
tional wave function in the ground state �final state�. 	i and
	i� indicate different vibrational levels in the intermediate
state. The strongest vibrational lifetime interference contri-
butions originate from a transition from 	g=0 to 	 f =0 via the
intermediate levels 	i=0 and 1. The sign dependence of these
contributions can be explained by the symmetry of the wave
functions. The wave functions 	=0 are symmetric with re-
spect to the equilibrium geometry, and the wave functions
	=1 are antisymmetric; as a result, the sign of the matrix
element 		g=0 
	i=1� depends on the sign of the change in
Qi. This matrix element contributes linearly to the vibrational
lifetime interference term. In the given case, the vibrational
energy of the final state is much smaller than that of the
intermediate state, and we have to conclude that the equilib-
rium distance is larger in the final state. As a result, the signs
of all other matrix elements are known besides their phases,
which originate from arbitrary phase factors in the vibra-
tional wave functions. These phases, however, do not con-
tribute to the total sign of the vibrational lifetime interference
term since each wave function contributes one time as a bra
vector and one time as a ket vector.

Although the vibrational lifetime interference contribu-
tions are small due to the weak excitations of higher vibra-

TABLE I. The results of the fit analysis. Given are the changes
of the equilibrium value of Q1, �Q1 relative to the ground state
�g.s.�, the vibrational energies ��1, the anharmonicities x��1, the
H-S bond distances r, and the H-S-H bond angles �. The values for
the intermediate state S 2p−1 and the final state X 1A1�2b1

−2� are
derived from the fit analysis, and the values for the ground state are
taken from the literature �14�. The values for �Q1 are given in
Åu1/2, with u representing the atomic mass unit. The errors given
for r and � result from the combined errors, derived for �Q1 and
the matrix given in Eq. �1�. Note, that the values for � are based
only on the observation of the observed stretching mode Q1. For
comparison, the vibrational energy and anharmonicity from Ref.
�25� are also given.

State g.s. S 2p−1 X 1A1�2b1
−2� Ref. �25�

�Q1 �Åu1/2� 0.011�1� 0.139�2�
��1 �meV� 324.17 329�6� 258�1� 268�1�
x��1 �meV� 8.05 2.1�0.3� 4.7�1.2�
r �Å� 1.328 1.320�1� 1.424�2�
� �°� 92.2 92.225�3� 91.91�1�
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tional substates in the intermediate state, it is possible to
determine the H-S bondlength in the S 2p core-ionized states
as 1.320±0.001 Å using these terms. This result corresponds
to a change in the H-S equilibrium distance by �r=−8 mÅ
and can be compared with changes in the equilibrium dis-
tances, caused by a 2p−1 ionization of other H-containing
molecules formed by the third-row elements X=Si,P,Cl.
For SiH4, a change in the Si-H equilibrium distance of
�r=−55 mÅ �26�, for PH3 a change in the P-H equilibrium
distance of �r=−42 mÅ, and for HCl a change in the Cl-H
equilibrium distance of �r= +15 mÅ �3� has been found; the
value for PH3 has been derived from the FCFs reported in
Ref. �27�. Obviously, �r increases with the atomic number of
the central atom X and decreases with the number of H at-
oms. We relate these findings with the change of the bonding
character, which is polar in case of HCl and covalent in case
of SiH4.

Electronic lifetime interference has to be taken into ac-
count if the energy splitting between two different electronic
intermediate states is of the same order of magnitude as the
natural linewidth. This is fulfilled in the present case only for
the core holes 2p3/2

−1 4e1/2 and 2p3/2
−1 5e1/2. In the fit analysis,

the electronic lifetime interference terms are described by

D4D5Q4Q5, with D4 �D5� being the dipole matrix element
between the ground state and the 2p3/2

−1 4e1/2 �2p3/2
−1 5e1/2� core-

hole state and Q4 �Q5� being the Coulomb matrix element of
the 2p3/2

−1 4e1/2 �2p3/2
−1 4e1/2� Auger transition to the 2b1

−2 final
state. The matrix elements D4,5 �Q4,5� are represented by the
positive square root of the intensity of the respective photo-
electron �Auger� line. The function of the additional fit pa-
rameter 
 is discussed in more detail in Ref. �3�, while the
main ideas will be repeated here. From the fit analysis, no
information on the signs of the dipole and the Coulomb ma-
trix elements can be obtained leading to the fact that
−1�
�1. 

 
 =1 stands for full interference, which is given
if one final state is populated via two or more intermediate
states that decay all only to a given final state. In the case of
a normal AES, however, the intermediate states decay into
different final states. In addition, a number of experimentally
indistinguishable final states exist in the spectrum, since for
the final states the symmetry of the photoelectron and the
Auger electron have to be taken into account. Consequently,



 is expected to be smaller than 1.

For a more quantitative analysis, we consider the matrix
elements in the �
-coupling scheme. In this coupling
scheme the three different core holes 3e1/2, 4e1/2, and 4e1/2
have to be described by linear combinations of the �
 core-
hole states 1b1

−1 �2px
−1�, 1b2

−1 �2py
−1�, and 3a1

−1 �2pz
−1�,

however, with strong mixing coefficients due to spin-orbit
interaction. The ground state has A1 symmetry and the
different components of the dipole operator have a1, b1, and
b2 symmetry, so that the intermediate core-hole state

n�= 
������ is of A1, B1, or B2 symmetry. Here, � describes
the core holes 1b1

−1, 1b2
−1, and 3a1

−1, while �� stands for
the symmetry of the photoelectron. This leads to nine
different intermediate states and nine different final states

f�= 
2b1

−2�A1����������, with �� describing the Auger
electron. Since the Coulomb matrix elements
	1b1

−1���� 
 1
r 
2b1

−2�A1���������� are much larger than the

Coulomb matrix elements 	1b2
−1���� 
 1

r 
2b1
−2�A1����������

and 	3a1
−1���� 
 1

r 
2b1
−2�A1���������� �9�, only the core

hole 1b1
−1 has to be taken into account for further consider-

ations and, as a consequence, only the three different
final states 
2b1

−2�A1���b1���b1��, 
2b1
−2�A1���a1���b1��, and


2b1
−2�A1���a2���b1�� are substantially populated. The intensi-

ties of the Auger lines derived from the spectrum are given
by the sum of these three Auger transitions that cannot be
distinguished in the experiment. This prevents the determi-
nation of the Coulomb matrix element for each final state
individually and requires the introduction of 
.

As mentioned above, electronic lifetime interference has
to be taken into account only for the intermediate states 4e1/2
and 5e1/2 due to the small energy splitting. However, the core
hole 5e1/2 can be described mainly by a 1b1

−1 core hole, while
the core hole 4e1/2 contain only minor 1b1

−1 contributions �9�.
These strong differences in the 1b1

−1 contributions to the core
holes lead to only a small uncertainty about the way a given
final state is populated and, consequently, to small electronic
lifetime interference contributions. On the basis of the de-
scribed considerations, we estimate 

 
 �
c1c2�0.096, in
good agreement with the results of the fit analysis. Here,
c1=0.013 �c2=0.709� is the 1b1

−1 core-hole density, i.e., the
square of the 1b1

−1 mixing coefficient of the 4e1/2 �5e1/2�
intermediate core-hole state �9�.

As can be seen from the vertical-bar diagram in Fig. 2, the
intensities of the Auger transitions, starting from the three
ligand-field components, are quite different; this is in con-
trast to the photoelectron intensities that are quite similar for
all three core holes. In particular, it is seen that the Auger
transition starting from the 4e1/2 intermediate state is rather
weak. The strong suppression of this Auger transition is dis-
cussed in detail in Ref. �9�. In short, the intensities of the
Auger transitions are given by the spatial overlap between
the intermediate and the final state. Since the different S 2p−1

core holes exhibit individual spatial orientations, this results
in vastly different overlaps with the 2b1 orbital explaining
the observed variations in the intensities.

The vibrational fine structure of the S 2p−1→2b1
−2 Auger

transition is similar to the progression in the double ioniza-
tion spectrum reported by Eland �25�, which leads to the
same final state. This similarity of the vibrational progression
is due to the small change in the equilibrium geometry upon
core ionization, which is reflected by very small contribu-
tions of vibrational substates to the PES spectrum displayed
in Fig. 1. In order to perform a more detailed comparison of
these two vibrational progressions, we simulated the Franck-
Condon envelope of a direct transition between the ground
state and the 2b1

−2 final state. By using the potential energy
surface of the ground state from literature and the one of the
2b1

−2 final state as obtained in the present study, we obtained
an intensity ratio of 100:59�2�:19�1�:4�1� for the transitions
	�=0→	�=0:	�=1:	�=2:	�=3. The error bars are based
on the uncertainty in the equilibrium geometry for the 2b1

−2

final state presented in Table I. These values differ clearly
from the intensity ratio of 100:50:20:6 reported by Eland
�25� for the direct double photoionization by using the time-
of-flight photoelectron-photoelectron coincidence method,
and they show that the results of the latter technique do not
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follow exactly a Franck-Condon envelope as indicated al-
ready in the literature �25,28,29�.

The relative intensities of the various Auger transitions
are presented in Table II, together with previous experimen-
tal and theoretical results from Ref. �9�. Note that the error
bars given in the present work are not based on statistical
errors, but were derived from fit results of spectra taken at
different photon energies and fitted with different strategies.
The relative intensities obtained in the present work agree
reasonably well within the limit of errors with the experi-
mental results of Ref. �9�. The somewhat smaller values
for the intensities of the S 2p−13e1/2→X 1A12b1

−2 and
S 2p−13e1/2→X 1A12b1

−2 transitions might be due to the fact
that in the present analysis lifetime interference contributions
were taken into account. This can also be due to the fact that
in the fit analysis of Ref. �9� a somewhat too small value for
the ligand-field splitting was used �see above�. The agree-
ment with the theoretical results in Ref. �9� is also satisfac-
tory.

The linewidths of the various S 2p−1 core holes are also
given in Table II: for the S 2p−13e1/2 and S 2p−15e1/2 core
holes they agree very well with the experimental results of
Bueno et al. �9�. In contrast to Ref. �9�, we could also derive
the linewidth of the S 2p−14e1/2 core hole, however, with a
larger error bar than for the other two core holes. This value,
however, despite its large error bar, does not seem to support
the theoretical prediction that the linewidth of this core hole
is considerably narrower than those of the S 2p−13e1/2 and
S 2p−15e1/2 core holes.

B. Decay of doubly excited states, shake-up and shake-off
states, and dissociation products

In addition to the lines that are unambiguously related to
the S 2p−1→2b1

−2 normal Auger transitions of H2S, some
additional narrow lines are present in the spectra. These are
indicated by vertical arrows in Fig. 2. From the relatively
narrow linewidths of these weak features, it can be con-
cluded that they originate from the decay of atomic or ionic
sulphur or due to nondissociative decay into H2S or HS; the
radical HS can be formed by the dissociation of double-
excitation states close to the S 2p ionization threshold as
well as of S 2p core-ionized states in combination with

shake-up and shake-off satellites. An Auger decay of neutral
core-excited HS* can be excluded since those transitions
would lead to higher kinetic energies for the Auger electrons
�30,31�. The Auger spectra of HS*, however, exhibit very
little vibrational structure, i.e., single holes in the 3p� shell
lead only to a minor weakening of the bond. Based on this
observation, it is reasonable to assume that even two holes in
the 3p� shell, when formed as the result of the Auger decay
of core-excited HS+, are still stable with respect to dissocia-
tion.

The peaks �a� and �b� in Fig. 2 exhibit a splitting of
140 meV that agrees within the limits of error with the
ligand-field splittings of HS �31� and H2S. In addition, at
h	=230 eV, peak �b� reaches its strongest intensity, and re-
veals some additional weaker satellites appearing at
�300 meV and �600 meV lower energies; these additional
satellites can be interpreted as vibrational excitations of peak
�b�. All these findings suggest a molecular decay to a non-
dissociative final state, e.g. by a nondissociative decay of
2p-excited HS+, as discussed above. As an alternative assign-
ment of peak �a� and �b�, we suggest an Auger decay of a
shake-up satellite of the S 2p−1 photoelectron line. This Au-
ger decay, however, must lead to a nondissociative final
state, i.e., a state with both holes in the 2b1 shell. Such a final
state can be created via a S 2p−12b1

−1n1 intermediate state
followed by a participator Auger decay. It can be assumed
that n is a Rydberg orbital, since the occupation of a 6a1or a
3b2 orbital would lead to a S 2p−16a1 or a S 2p−13b2 exci-
tation and hence to dissociation, although no additional hole
in the 2b1 orbital is created �31,32�.

Figure 3 displays the intensities of these weak lines as a
function of photon energy, normalized to the intensity of the
S 2p1/2

−1 →2b1
−2 Auger transition. It can be seen that the inten-

sities of peak �a� and in particular of peak �b� exhibit a reso-
nant behavior, with one maximum at h	�200 eV and an-
other one at h	�230 eV, i.e. below the S 2s ionization
threshold. This observation, however, does not exclude an
explanation with an Auger decay of a S 2p−12b1

−1n1 reso-
nance. The maximum at �200 eV agrees well with a broad
structure in the photoabsorption spectrum �33� of H2S and
might be caused by direct excitation of the S 2p−12b1

−1n1

TABLE II. Relative intensities of the various Auger transitions I
normalized to the S 2p3/2

−1 5e1/2→X 1A1�2b1
−2� transition, and line-

widths � for the different S 2p−1 core holes. Given are the results of
the present fit analysis as well as the experimental and theoretical
results of Ref. �9�.

Core hole 3e1/2
−1 4e1/2

−1 5e1/2
−1

Iex �this work� 0.35±0.05 0.04±0.01 1

Iex �9� 0.42±0.03 0.09±0.03 1

Ith �9� 0.42 0.06 1

�ex �meV� �this work� 63±1 65±5 75±1

�ex �meV� �9� 64±2 74±2

�th �meV� �9� 68 59 83
FIG. 3. �Color online� Photon energy dependence of the inten-

sities of peaks �a�–�d� in the Auger spectra, normalized to the in-
tensity of 3e1/2→2b1

−2 Auger transition measured at the respective
photon energy.

POYGIN et al. PHYSICAL REVIEW A 74, 012711 �2006�

012711-6



intermediate states. The resonance at h	�230 eV can be
readily explained by an enhanced production of the
S 2p−12b1

−1n1 states due to excitation of S 2s−1n1 resonances
and the subsequent Koster-Kronig decay to these states �34�.

Peaks �c� and �d� are found at lower kinetic energies as
compared to the Auger lines of H2S or HS. They cannot
originate from the Auger decay of nondissociative H2S or
HS. We suggest, therefore, that these lines are caused by
Auger decays of atomic or ionic sulphur, that is a product of
the dissociation of H2S upon creation of a core hole.

V. CONCLUSIONS

In the present work, we present the results of a detailed
study of the S 2p−1→X 1A1�2b1

−2� normal Auger spectrum of
H2S. To this purpose, the S 2p−1 core-hole photoelectron
spectrum and the S 2p−1→X 1A1�2b1

−2� normal Auger transi-
tions were recorded for photon energies in the range from
180 to 240 eV. The measured spectra were fitted simulta-
neously with a model that includes spin-orbit and ligand-
field splittings, post-collision interaction, vibrational fine
structures in the core-excited and the final states, as well as
vibrational and electronic lifetime interferences. This elabo-
rate fit analysis resulted in an excellent description of the
spectra and allowed us to derive detailed information about
the potential energy surfaces in the core-hole and final states,

i.e., the equilibrium distances r, equilibrium angles 
, vibra-
tional energies ��, and anharmonicities x��. The relative
intensities of the various S 2p−1→X 1A1�2b1

−2� normal Auger
transitions as well as the linewidths of the different S 2p−1

core-ionized states were also obtained. The vibrational life-
time interference contributions were utilized to determine the
equilibrium geometry of the core-ionized state, while the
electronic lifetime interference contributions turned out to be
of minor importance.

In addition to the S 2p−1→X 1A1�2b1
−2� transitions, we

observed some weak lines in the Auger spectra that exhibit
strong photon-energy dependences of their intensities. These
lines were assigned to decay processes of multielectron ex-
citations or dissociation products of H2S subsequent to the
excitation or ionization processes.
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