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Hitting times for discrete quantum walks on graphs give an average time before the walk reaches an ending
condition. To be analogous to the hitting time for a classical walk, the quantum hitting time must involve
repeated measurements as well as unitary evolution. We derive an expression for hitting time using superop-
erators, and numerically evaluate it for the discrete walk on the hypercube. The values found are compared to
other analogs of hitting time suggested in earlier work. The dependence of hitting times on the type of unitary
“coin” is examined, and we give an example of an initial state and coin which gives an infinite hitting time for
a quantum walk. Such infinite hitting times require destructive interference, and are not observed classically.
Finally, we look at distortions of the hypercube, and observe that a loss of symmetry in the hypercube increases
the hitting time. Symmetry seems to play an important role in both dramatic speed-ups and slow-downs of
quantum walks.
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I. INTRODUCTION

Algorithms based on random walks have been immensely
successful in computer science. The most efficient solution
for 3-satisfiability �3-SAT� is based on the hitting time of a
classical random walk �1�. They are also useful in algorithms
for k-SAT and probability amplification. It therefore seems
reasonable that their quantum analogs might be useful in
developing quantum algorithms. This has been one of the
main motivations for defining and analyzing quantum walks.
Most quantum algorithms to date are based on the quantum
Fourier transform �QFT�, like Shor’s algorithms for factoring
and discrete log �2�. But the use of QFT seems to be re-
stricted. For example, it does not seem to be useful in some
non-Abelian hidden subgroup problems like the graph iso-
morphism problem. Therefore there is a need for new algo-
rithmic tools for the analysis of such problems. This is an-
other reason to study the properties of quantum walks on
graphs.

Quantum walks come in two versions: continuous time
and discrete time. Continuous time versions have been stud-
ied in Refs. �3–5�. In Ref. �5�, it has been demonstrated that
for the “glued trees” graph, the quantum walk is exponen-
tially faster than a classical random walk. Discrete time ver-
sions have been studied extensively for the walk on the line
�6–10� and the hypercube �11–13�. Quantum walks for any
general �irregular� graphs have been defined in Refs. �14�
and �15�. In Ref. �12�, it was shown that there is a quadratic
speed up with discrete quantum walks in searching an un-
structured database for a marked node. Reference �16� de-
scribes how these concepts can be used for the problem of
element distinctness. Reviews on the recent developments in
this field can be found in Refs. �14� and �17�.

Classical random walks are characterized by a number of
time scales: mixing time, cover time, correlation time, and

hitting time. Similar quantities can be defined for quantum
walks, analogous to their classical counterparts, though some
types of classical behavior are not guaranteed to hold for
quantum walks. In Ref. �18� a lower bound on the mixing
time for quantum walks was found in terms of the conduc-
tance of the underlying graph. Some notions of hitting time
have been defined in Ref. �11�, where an upper bound on the
hitting time has been found for the quantum walk on the
hypercube.

In a classical discrete random walk, a hitting time is the
average time for a walk beginning on a particular starting
vertex to arrive for the first time at a particular ending vertex
or group of vertices. It is not sufficient for the ending vertex
merely to have positive probability: the particle must actu-
ally arrive there. Therefore hitting times are generally longer
than the shortest path between the starting and ending verti-
ces. An analogous definition can be made for a continuous
random walk, but in this paper we will only consider discrete
walks.

This definition becomes complicated for a quantum walk,
where the particle can be in a superposition of many vertex
locations at once. To capture the idea of first arrival time, our
definition of hitting time is the expected time for the particle
to be at the final vertex for the first time as determined by a
measurement of the final vertex. At every time step we per-
form a measurement to see if the particle is at the final vertex
or not. This notion of hitting time seems to be the most
natural extension of the definition of hitting time to the quan-
tum case. Using this definition, we will obtain an expression
for hitting time on any graph, and produce numerical results
showing that it is orders of magnitude lower than the classi-
cal hitting time for the quantum walk on the hypercube.

This paper is organized as follows. In Sec. II, a quantum
walk on a regular graph is defined and this definition is ap-
plied to a walk on the hypercube. In Sec. III, we review the
classical definition of hitting time. Then we define the quan-
tum hitting time and derive an expression for it on any regu-
lar graph �or on an irregular graph when the walk is appro-
priately defined�. We also briefly review other definitions
of hitting time that have been used for quantum walks. In
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Sec. IV, we discuss the results of simulations for a walk on
the hypercube using the Grover coin, and compare them to
the classical hitting time and the other definitions for a quan-
tum hitting time, showing that in this case the hitting time is
far shorter than these other definitions. Then in Sec. V we
show that the hitting time for a quantum walk can be much
longer than the classical hitting time for certain combinations
of initial state and coin, and can even be infinite. We dem-
onstrate this for a walk on the hypercube with the discrete
Fourier transform �DFT� coin. In Sec. VI we look at a dis-
torted version of the hypercube, and show that the loss of
symmetry increases the hitting time. We conclude in Sec. VII
with a discussion of the role of symmetry in the speed-up of
quantum walks.

II. QUANTUM WALK ON THE HYPERCUBE

A. Quantum walks

A discrete time quantum walk is defined as the application

of a unitary operator Û on a Hilbert space representing the
graph; each vertex of the graph has a set of basis states
associated with it, and the unitary operator can only cause a
transition between two basis states if the vertices associated
with them are connected by an edge. If the graph is regular,
the Hilbert space can be a tensor product of two Hilbert
spaces: in a walk on a regular graph with N vertices and

degree d, Û is applied to an Nd-dimensional Hilbert space
Hp � Hc, where Hp is the Hilbert space of the position �i.e.,
the vertex�, and Hc is the Hilbert space of a d-sided “coin,”
which is “flipped” at each step to determine which edge to
walk on.

For a given graph, if we label each edge incident on a
vertex by a number from 1 through d, such that an edge
connecting two vertices gets the same label at both ends,
then each vertex is a basis state in the position space and
each direction is a basis state in the coin space. Therefore the
basis states for the position and coin spaces can be labeled

�0� , �1� , . . . , �N−1� and �0� , �1� , . . . , �d−1�. The unitary Û is of
the form

Û = ŜF̂ , �1�

where we call Ŝ the shift matrix and F̂ the coin flip matrix. Ŝ
is a permutation matrix which shifts the particle from its
present vertex along the edge indicated by the coin state, in a
way analogous to a classical random walk. The coin flip

matrix F̂ acts solely on the coin space, so it is of the form

Î � Ĉ. Ĉ can, in principle, be any unitary matrix, though in
general we concentrate on examples with some kind of use-
ful structure. The most common coins analyzed are the

Grover coin Ĝ, the discrete Fourier transform �DFT� coin D̂,

and the Hadamard coin Ĥ. While the Grover and DFT coins
exist for all dimensions, the Hadamard matrix is conjectured
to exist only for dimensions of the form 4n. Explicit con-
struction of the Hadamard matrix is complicated in general,
but there is a simple construction for dimensions d=2n

�shown below�. The matrices for these coins are as follows:

Ĝ = 2������ − I =�
2

d
− 1

2

d
. . .

2

d

2

d

2

d
− 1 . . .

2

d
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d
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2

d
− 1
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�2�
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1


d�
1 1 1 . . . 1

1 � �2 . . . �d−1

] ] ] � ]

1 �d−1 �2�d−1� . . . ��d−1��d−1�
	 ,

�3�

and

Ĥ2d = Ĥ2d−1 � Ĥ2, �4�

where ���= �1/ 
d��i � i�, �=exp�2�i /d�, and

Ĥ2 =
1


2
�1 1

1 − 1
 . �5�

The shift operator is applied after the coin operator. The shift
operator moves the particle from a vertex along the edge
given by the direction number of the coin state, i.e.,

Ŝ = �
v

�
i

�v�i�,i��v,i� , �6�

where v�i� is the vertex connected to v via the edge num-
bered i. It is interesting to note that the term “quantum ran-
dom walk” is, in a sense, a misnomer, because the random-
ness in a quantum walk is introduced by quantum
measurements where one of the measurement outcomes
takes place at random. Thus there is no extra randomness in
the walk outside of what is introduced by quantum mechan-
ics. A quantum walk without measurements evolves deter-
ministically as a pure state �if it starts as a pure state�, since
its evolution is purely unitary.

B. The Hypercube

The hypercube of dimension n is a set of 2n vertices each
with a degree n. These vertices can be numbered by a n-bit
string from �00¯0� through �11¯1�. Each edge leads in a
particular direction, and can be labeled by an integer j, 0
� j�n. Adjacent vertices are the ones whose bit assignments
differ by a single bit. For example, for the hypercube in three
dimensions, the vertices �011� and �111� are adjacent to each
other, connected by an edge in the two direction. We can
treat the bit strings of the vertices as n-dimensional Boolean
vectors, whose elements are all 0 or 1; the directions of the
edges then correspond to vectors e� j with element j equal to 1
and all other elements zero. The vertex adjacent to a given

vertex �x�� in the j direction can be labeled �x� � ei
� �
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i��0,1 , . . . ,n−1�, where � is the bit-wise XOR of the two
bit strings.

Since the vertices of the hypercube can be labeled �0�
through �2n−1� and the directions labeled �0� through
�n−1�, the Hilbert space is H2n

� Hn. The shift operator is of
the form

Ŝ = �
j=0

n−1

�
x�

�x� � e� j, j��x�, j� , �7�

where �v , j�= �v� � �j�, �v� is the position state and �j� the coin
state.

III. HITTING TIME

A. Classical hitting time

Given a regular undirected graph and a particle which
starts at some vertex, the classical random walk is defined as
follows. At each vertex, the particle moves along any edge
incident on the vertex with some predefined probability. This
procedure is then repeated at the new vertex. The walk con-
tinues until the particle arrives at �“hits”� a certain vertex
�called the “final vertex”� for the first time. The hitting time
is defined as the average time until the particle hits the final
vertex:

��v� = �
t=0

�

tpv�t� , �8�

where ��v� is the hitting time given that the walk starts at
vertex v and pv�t� is the probability that the particle hits the
final vertex for the first time at time step t �first crossing
probability� given that it was at v at t=0.

Let us now specialize to the case of the hypercube, where
the final vertex is assumed to be 11¯1. We would like to
find the hitting time starting from 00¯0. For the classical
walk on the hypercube, one can arrive at a recursive relation
involving the hitting time. First, from the symmetry of the
hypercube one can conclude that the hitting time depends
only on the hamming weight of the starting vertex rather than
the vertex itself. The hamming weight is the number of 1’s in
the string of bits. At hamming weight x, there are Cx

n

=n ! /x ! �n−x�! vertices. The probability to walk to a vertex
with weight x+1 is �n−x� /n, and the probability to walk to a
vertex with weight x−1 is x /n. So, if ��x� denotes the hitting
time starting at any vertex with hamming weight x, then

��x� =
n − x

n
��x + 1� +

x

n
��x − 1� + 1, �9�

with the boundary condition ��n�=0. This simplifies to

��x� =
n − x − 1

x + 1
��x + 1� −

n

x + 1
, �10�

where ��x�=��x�−��x+1�. Using this recursive formula, we
obtain

��0� = �
x=0

n−1

��x� = �
x=0

n−1 �
j=0

x−1

Cx−j
n + 1

Cx
n−1 . �11�

This sum can readily be evaluated for reasonable sizes of n;
we use this expression to compare the classical hitting time
to the quantum hitting time. We define the hitting time of a
quantum walk next.

B. Quantum hitting time

We define the hitting time of a quantum walk in close
analogy to that of a classical random walk. For a classical
walk, hitting time is the average time taken for the particle to
hit the final vertex for the first time. To carry this over to the
quantum case, we must give a proper meaning to the phrase
“for the first time.” The only reasonable way to do this is to
measure the final vertex at every step to see if the particle has
arrived or not. Without such a measurement at every step,
one cannot appropriately define the first crossing probability.
To define the hitting time this way, we first define what is
called a measured quantum walk on a graph.

Suppose we have a walk on a regular graph of degree d
with N vertices, where the particle begins at a vertex x0 and
walks until it reaches the vertex xf. Assume that the coin
starts in the initial state �c0�. The initial state of the particle is
then ���= �x0� � �c0�; 	0= ������ where 	0 is the density op-
erator corresponding to the initial state ���. The measured
walk is now the alternating application of a unitary evolution

operator Û �the product of the shift and the coin flip opera-

tors� and a projective measurement M with 2 outcomes P̂f

and Q̂f = Î− P̂f, where P̂f = �xf��xf � � Î is the projector onto the
final vertex for any coin state. Thus, if the particle is not
found in the final vertex after t time steps, the state is

	t =
�Q̂fÛ�t	„�Q̂fÛ�†

…

t

Tr��Q̂fÛ�t	„�Q̂fÛ�†
…

t�
. �12�

If the particle is found in the final vertex, the walk is as-
sumed to end. The state �xf� becomes an absorbing boundary
for this �measured� walk. Now, the first crossing probability
at time step t can be defined �analogous to the classical case�
to be the following expression:

p�t� = Tr�P̂fÛ�Q̂fÛ�t−1	0�Û†Q̂f�t−1Û†P̂f� . �13�

With this definition for the probability, the hitting time be-
comes

�h = �
t=1

�

tp�t� . �14�

To sum this series requires a slightly different expression for
the first arrival probability p�t�. We rewrite Eq. �13� in terms
of the following superoperators �i.e., linear transformations
on operators�:

N	 = Q̂fÛ	Û†Q̂f,
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Y	 = P̂fÛ	Û†P̂f . �15�

In terms of N and Y, p�t�=Tr�YN t−1	0�. We now evaluate
the hitting time by introducing a new superoperator,

O�l� = l�
t=1

�

�lN�t−1, �16�

which is a function of a parameter l. The hitting time now
becomes

�h = � d

dl
Tr�YO�l�	0��

l=1
. �17�

If the superoperator I− lN is invertible, then we can replace
the sum �16� with the closed form

O�l� = l�I − lN�−1. �18�

The derivative in Eq. �17� is then

dO
dt

�1� = �I − N�−1 + N�I − N�−2 = �I − N�−2. �19�

This gives us the following expression for the hitting time:

�h = Tr�Y�I − N�−2	0� . �20�

The meaning for the terms in the above expression �e.g.,
�I−N�−2� can be given by vectorizing all the operators. Any
matrix can be vectorized by turning its rows into columns
and stacking them up one by one, so that a D
D matrix
becomes a column vector of size D2. For example:

�a11 a12 a13

a21 a22 a23

a31 a32 a33
	 →�

a11

a12

a13

a21

a22

a23

a31

a32

a33

	 .

Consequently the superoperators become matrices of size
D2
D2.

Denoting the vectorized quantities as 	v, etc., we obtain
the hitting time as

�h = Trv�Y�I − N�−2	v� , �21�

where �Y	�v= �P̂ fÛ	Û†P̂ f�v and �N	�v= �Q̂ fÛ	Û†Q̂ f�v and
Trv�·� is the equivalent of the trace operation for vectorized
quantities. It is just the inner product of the resultant vector
with Iv, the vectorized identity matrix: Trv�Ov�= Iv ·Ov.

If I−N is not invertible, then this formula can instead be
written in terms of the pseudoinverse—that is, the inverse
restricted to the support of the superoperator I−N. So long
as the graph in question is finite, this is well-defined, and the
quantity �h given by this formula is finite. �We shall see later,

however, that in some cases it makes sense for �h to be
infinite.�

Using Roth’s lemma �19�, we obtain

�N	�v = ��Q̂fÛ� � �Q̂fÛ�*�	v,

�Y	�v = ��P̂fÛ� � �P̂fÛ�*�	v. �22�

Therefore the expression for the hitting time becomes

�h = Iv
„�P̂fÛ� � �P̂fÛ�*�I − �Q̂fÛ� � �Q̂fÛ�*�−2	v

… .

�23�

Henceforth we will call �h the average hitting time, to dis-
tinguish it from the other notions of hitting time introduced
next.

C. Other definitions of hitting time

Two definitions of the quantum hitting time were given in
Ref. �11�: one-shot hitting time and concurrent hitting time.
The one-shot hitting time is defined for an unmeasured walk.
It is the time at which the probability of being in the final
state is greater than some given value. More precisely, given
some probability p, the one-shot hitting time is defined as the
lowest time �sh�p� such that

��xf�Û�sh�p��x0��2 � p , �24�

where xf and x0 are the final and initial states, and Û is the
evolution operator �as defined above�. Essentially this same
definition of hitting time was used in the analysis of the
continuous-time walk on the hypercube in Ref. �20�. This
definition is useful if it is known that at some time the prob-
ability to be in the final state will be higher than some rea-
sonable value; but for a general graph, this is not guaranteed.

The concurrent hitting time, by contrast, is defined for a
measured quantum walk. Given a probability p, it is the time
�c�p� such that the measured walk has a probability greater
than p of stopping at a time less than �c�p�. It has been
proved that the concurrent hitting time is �c�p�=� /2 for p
=��1/n log2n� for a hypercube of dimension n �for the sym-
metric initial condition used in this paper�. Since we consider
only the measured quantum walk in this paper, we compare
our numerical results to the numerical simulation of the con-
current hitting time and the bound on it derived in Ref. �11�.
In the next section, this is redefined in terms of the residual
probability 1− p and plotted against the hitting time defined
in the previous section.

If we think of quantum walks as a possible route to new
algorithms, then the concurrent hitting time corresponds to
the time needed to find a solution with probability greater
than p. The definition of hitting time used in this paper cor-
responds more to a typical running time for the algorithm.
Both definitions could prove useful for particular purposes.
In particular, both definitions give different characterizations
of the distribution p�t�—the probability of first being in the
final vertex at time t—in different ways. A complete under-
standing of the time needed to find a solution would require
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knowledge of the entire distribution p�t� �or �c�p� for all p�,
which is unlikely to be achievable, in practice; but �h and
�c�p� �for fixed p� give different windows on this function.

IV. NUMERICAL RESULTS

A. Results for the Grover coin

We calculated the average hitting time by evaluating the
above expression �23� in MATLAB. Because of the multiple
tensor products, the size of the matrices N and Y is �2nn�2


 �2nn�2. As n increases, the size of these matrices increases
exponentially, and the matrix inversion that Eq. �23� de-
mands is not easy to compute. We can always compute an
estimate of the quantum hitting time �strictly, a lower
bound�, obtained by iterating the quantum walk for a large
number of steps. To get this lower bound, we define �est��
using Eq. �14�, and summing the series up to a finite number
of terms:

�est�� = �
t=1

�c�1−�

tp�t� , �25�

where the concurrent hitting time �c�1−�, as defined in the
previous section, is the shortest time T for which

�
t

T

p�t� � 1 −  .

This comparison of the exact and approximate values of the
average hitting time is useful, because the matrices in Eq.
�23� grow faster than those used in summing Eq. �14�, which
means that for some graphs it may be impractical to calculate
the exact value of �h, but still possible to calculate the lower
bound �est��. However, for the quantum walk on the hyper-
cube with the Grover coin, when the initial state of the walk
is a particular symmetric state, it is possible to reduce the
matrix sizes considerably since the walk remains in a lower
dimensional subspace of the original space, as explained be-
low. For such an initial state we can compute the exact av-
erage hitting time �Eq. �23�� up to a large number of dimen-
sions. Figure 1 shows both the classical and quantum walks
on the hypercube for dimensions up to 100. The exact aver-
age hitting time �h is plotted as a dotted line, and the lower
bound �est�� for =0.001 is plotted as a solid line. These two
lines almost coincide in the graph, and we can see that when
 is small enough summing the series gives a very good
estimate of �h. We conjecture that this will remain true for
more general graphs as well. In comparing classical and
quantum results, the average hitting time for the quantum
walk is a low order polynomial, whereas the classical walk
grows exponentially with dimension, so there is a very dra-
matic speed-up in the quantum case.

The simplification that makes this computation tractable

is in the case where the coin-flip unitary is the Grover coin Ĝ
defined in Eq. �2�, and the specific starting state is 	
= �0��0 � � ������, where ���= �1/ 
n��i=1

n � i�. It was first ob-
served in Ref. �13� that for the walk on the hypercube with
this initial state and the Grover coin, the state remains always

in a 2n-dimensional subspace, where the walk is on a line
with n+1 points. This is rather similar to the simplification
made in the classical case, when we kept track only of the
Hamming weight of the current vertex. With this simplifica-
tion, the operators in Eq. �20� reduce to �2n�2
 �2n�2 matri-
ces obtained in Ref. �12�, which makes explicit calculations
possible even for high dimensional hypercubes.

We write a set of basis states for this subspace as
�R ,0� , �L ,1� , �R ,1� , . . . , �R ,n−1� , �L ,n�, where the first label
says whether the state is “right-going” or “left-going,” and
the second label gives the Hamming weight of the state. The
initial state is �R ,0�, and the final state is �L ,n�. �Note that
there are no states �L ,0� or �R ,n�.� Restricted to this sub-

space, the Ŝ and Ĉ matrices become

S = �
x=0

n

�R,x��L,x + 1� + �L,x + 1��R,x� , �26�

C�L,x� = − cos �x�L,x + sin �x�R,x� ,

C�R,x� = sin �x�L,x + cos �x�R,x� , �27�

where cos �x=1−2x /n. We see that for the walk in this sub-
space, the coin flip is no longer independent of the position;
this is quite analogous to the reduction of the classical walk
to the Hamming weight, in which the probabilities favor
walking towards x=n /2.

How does the average hitting time compare to the concur-
rent hitting time for the walk on the hypercube? Figure 2
plots the estimate of the average hitting time �est��, the con-
current hitting time �c�1−�, and the bound on �c�1−� �ob-
tained in Ref. �11�� as a function of  for dimensions from 10
to 20. �Both the axes are in log scale.� Figure 3 plots the
same for dimensions from 50 to 60. We can see from these
two figures that both �c�1−� and the bound on it become
less tight for higher dimensions, and both are much longer
than the bound on the average hitting time �est��. This, to-
gether with the comparison of �est�� to the exact value �h,

FIG. 1. �Color online� Hitting times of classical and quantum
walks �semilog scale�.
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strongly indicates that the average walk ends much faster
than these bounds might suggest, and also that the estimate
�est�� is quite insensitive to the choice of , at least for the
hypercube.

B. Results for the DFT coin

The hitting time for the hypercube using the DFT coin, by
contrast to the Grover coin case considered above, can actu-
ally be infinite. For n=4 we will demonstrate that for the
same initial condition as with the Grover coin, the hitting
time for a quantum walk using the DFT coin is infinity. This

is because there exist eigenvalues of the evolution operator Û
whose eigenvectors have an overlap with the initial state, but

have no overlap with the final vertex for any state of the
coin.

Suppose there are states ��� which have no overlap with

the final vertex, �� � P̂f ���=0, and which are eigenstates of

the evolution operator Û: Û ���=exp�i�� ���. If the system is
in the state ���, clearly there is no probability to ever detect

the particle in the final vertex. Let P̂ be a projector onto all

such states ���. Then P̂P̂f = P̂fP̂=0, and �P̂ , Û�=0. One can
write the initial state as a superposition of vectors in this
subspace and its orthogonal complement:

��� = P̂��� + �Î − P̂���� . �28�

Any state that begins in the subspace selected by P̂ will
remain there for all time, and any state in the orthogonal
complement will stay there; this follows from the fact that
the projectors commute with both the unitary transformation

Û and the measurement operator P̂f. As one starts the walk,
the probability that the particle never reaches the final state is

�� � Û†tP̂Ût ���, which is �� � P̂ ���.
In order for this probability to be nonzero, there must be

eigenstates of the unitary evolution operator Û which have
no amplitude for the final vertex. We can readily demonstrate
this for the hypercube with the DFT coin. Consider the four-
dimensional hypercube. Numerically diagonalizing the evo-

lution operator Û given by Eq. �1�, we find it has i, −i, 1, and
−1 among its eigenvalues, each with a degeneracy of 8.
Since the subspace corresponding to the final vertex is four-
dimensional, it is clearly possible to construct a superposi-
tion of eigenvectors of any of these eigenvalues so that it has
no overlap with the final vertex in any coin state. For each of
the four degenerate eigenvalues we can construct a four-
dimensional subspace of eigenvectors with no overlap with
the final vertex, giving a 16-dimensional space for all such
eigenvectors. By numerically constructing an orthonormal
basis for this space, we can find an expression for the pro-

jector P̂ and measure its overlap with the initial state.
We considered in particular the initial state where the par-

ticle was located at the �00¯0� vertex and the coin is in an
equal superposition of basis states �0� , . . . , �n−1�. For the hy-
percube with n=4 and the given initial state, the probability

�� � P̂ ��� is 0.4286, which exactly matches the total prob-
ability to never hit the final node after a large number of
iterations in our numerical simulations. Thus the probability
is close to half that the particle never reaches the final state
and the hitting time becomes infinity.

This demonstrates a property of quantum walks not seen
in their classical counterparts: for certain initial conditions,
there is a nonzero probability that the particle never reaches
the final state, even though the initial and final states of the
graph are connected. For a quantum walk with substantial
degeneracy, this phenomenon is likely to be generic. It might
be possible to make the hitting time finite by choosing an
appropriate initial condition—clearly this happens for the
Grover coin—but for some coins this may require an initial
condition which is not localized on one vertex. From our
simulations, it seems that for higher dimensions the DFT

FIG. 2. �Color online� Comparison of quantum hitting time,
concurrent hitting time, and the bound on the concurrent hitting
time for dimensions 10–20 �log scale�.

FIG. 3. �Color online� Comparison of quantum hitting time,
concurrent hitting time, and the bound on the concurrent hitting
time for dimensions 50–60 �log scale�.
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coin behaves similarly to n=4. For example, for n=5, our
simulations show that the probability to hit the final node
increases slowly but does not reach 1 even after many time
steps. This could be due to the fact that the final vertex has
no overlap with some eigenvectors of the evolution operator
�as for n=4�, and additionally that it overlaps very little for
some other eigenvector. This would make the probability in-
crease slowly but never reach 1.

C. Results for a quantum walk on a distorted hypercube

If, as seems likely, the dramatic speed-ups �and slow-
downs� of quantum walks over their classical counterparts
depend on the symmetry of the graph, it should be instructive
to see the effect of deviations from that symmetry. In this
section, we look at results for the measured walk using the
Grover coin on a distorted hypercube. The distorted hyper-
cube is defined by constructing the usual hypercube, and
then switching two of the connections. Pick four vertices
which form a face—for example, �0¯00�, �0¯01�,
�0¯10�, �0¯11�. Calling these vertices A ,B ,C ,D for
short, we distort the hypercube by connecting A to D and B
to C, and removing the edges between A and B and between
C and D. This is still a regular graph, and the same quantum
walk can be used without having to redefine the evolution
operator. Unlike the usual hypercube, it is no longer a bipar-
tite graph, and the walk can no longer be reduced to a walk
in Hamming weight.

Figure 4 plots the hitting time of a quantum walk on a
distorted hypercube together with that of a classical walk and
a quantum walk on regular hypercubes for comparison. The
hitting time for a quantum walk on a distorted hypercube is
more than that of a quantum walk on a regular hypercube,
but still is much smaller than the hitting time of a classical
walk. In fact, as the dimension increases one can see that the
hitting times of the quantum walk on the distorted and regu-
lar hypercubes converge towards each other. This presum-
ably reflects the fact that for higher dimensions the symmetry
is mostly unchanged.

V. CONCLUSIONS

We have examined the definition of hitting time for mea-
sured quantum walks and analyzed some of its properties.
We used this definition to obtain an expression for hitting
time which is valid on any general graph as long as the

unitary evolution operator Û of the walk is defined. We
simulated this hitting time for a measured quantum walk
using the Grover coin and compared it to the classical hitting
time and to the bounds obtained on it; the quantum hitting
time is exponentially smaller than the classical hitting time.
We also showed that the bounds on the hitting time obtained
in Ref. �11� become less tight as the dimension increases.

However, simply making a walk quantum does not guar-
antee a speed-up over the classical case. We demonstrated
that the hitting time for quantum walks can depend sensi-
tively on the initial condition, unlike classical walks. For
certain initial states, the DFT walk can have infinite hitting
time, a phenomenon not possible in classical random walks.
This dependence on the initial state varies with the coin used,
since for the same initial state the Grover walk has a poly-
nomial hitting time. This infinite hitting time is directly re-
lated to the degeneracy of the eigenvalues of the evolution
operator. If the evolution operator is highly degenerate, then
it is very likely that there exist initial states which give infi-
nite hitting times.

While the exact cause of the speed-up in quantum hitting
time is not completely clear, it seems very likely that the
symmetry of the graph plays a major role in both the
speed-up and slow down of the quantum walk. In the faster
quantum walk, the different paths leading to the final vertex
interfere constructively, enhancing the probability of arrival;
paths which lead to “wrong” vertices interfere destructively,
reducing the probability of meandering around in the graph
for long times. Unlike a classical random walk, the quantum
walk is sensitive to the presence of a global symmetry which
is not apparent at a purely local level. This phenomenon
probably leads to the speed-up of the continuous-time quan-
tum walk on the glued-trees graph as well �5�.

However, this same symmetry is undoubtedly the culprit
in the slow-down observed for the DFT walk. The existence
of states which never arrive at the final vertex is made pos-

sible by the degeneracy of the evolution operator Û—a de-
generacy which arises due to the symmetry of the graph. The
existence of states which never arrive at the final vertex can
also be seen as an interference effect, only in this case the
interference of paths which lead to the final vertex is destruc-
tive: all amplitude to make a transition to the final vertex
cancels out.

This interpretation is supported by the quantum walk on
the distorted hypercube. We observe that the hitting time is
worse than that of the usual hypercube, but still much
smaller than that of a classical walk. The curve of the hitting
time on the distorted hypercube seems to converge slowly to
that of a quantum walk on the regular hypercube. This is
probably because the distortion �described in Sec. IV� is very
mild. As the dimension grows, and with it the number of
edges and vertices, this distortion has less effect on the over-
all symmetry.

FIG. 4. �Color online� Comparison of hitting times on the regu-
lar and distorted hypercubes.
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We hasten to add that symmetry of the graph is not the
sole reason for speed-ups in quantum walks. A polynomial
speed-up has been demonstrated in the quantum walk ver-
sions of the search of an unstructured database �12� and the
element distinctness problem �16�. However, the dramatic
exponential speed-ups have all been demonstrated in highly
symmetric graphs.

This suggests that the most promising direction to look
for new algorithms based on quantum walks is for problems
which possess a global symmetry, but for which this symme-
try is not apparent at the level of individual candidate solu-
tions. Yet even for such a problem, care will have to be taken
if quantum mechanics is to serve as a blessing and not a
curse.
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