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We study the cross section for inelastic collisions of atoms and small molecules under the influence of highly
relativistic charged ions as they occur in storage rings and accelerators. Starting from fully time-resolved
calculations of the electronic dynamics, we study a set of complementing approximations, a sudden approxi-
mation for the extremely fast collision at low impact parameter combined with time-dependent perturbation
theory for the weak and slow collisions at large impact parameters. This leads eventually to a simple, yet
reliable, estimate in terms of the ion-hydrogen cross section and the variance of the dipole moment for the
actual system. We discuss, in particular, the systems H, He, C, N, O, Ne, H2, and N2.
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I. INTRODUCTION

Collisions of charged energetic projectiles with atoms or
molecules are a generic process that has been studied under a
great variety of conditions and circumstances; for a detailed
overview, see Ref. �1�. Robust estimates in terms of scaling
laws for the ionization cross sections have been developed as
early as 1930 �2� and have been refined further later on �3,4�.
Steadily increasing numerical and experimental techniques
have triggered a widespread literature on that subject in its
various facettes. There are, for example, several experimen-
tal and theoretical studies of K-shell ionization �5–8� and
more general excitations �9� in relativistic ion-atom colli-
sions. The theoretical estimates in these publications employ
predominantly perturbation theory. Fully fledged numerical
calculations of collisional ionization are presented, e.g., in
Refs. �10–13�. The present paper discusses from a theoretical
perspective the excitation of atoms and small molecules
through highly relativistic ions. The aim is to develop an
efficient description based on microscopic calculations
leading to compact estimates. The motivation comes from
the physics of storage rings for high-energy particles �14,15�.
The goal is to estimate the cross section for inelastic colli-
sions of the stored ions with atoms or molecules from the
residual gas. Such collisions have two aspects: on the one
hand, they are an unwanted perturbation of the stored beam,
and on the other hand, one may take advantage of those
events to gather useful information about the beam and the
state of the vacuum from the subsequent radiative decay of
the excited residual gas �16�. In any case, one needs reliable
theoretical estimates for the inelastic collision cross sections.
It is the aim of this paper to provide the cross sections for a
variety of atoms and dimer molecules as they are typical for
the rest gases.

Starting point and benchmark are a time-dependent de-
scription of the target electrons by time-dependent density-
functional theory �TDDFT� �17� where the by-passing ion is
acting just as a source for a fast electromagnetic pulse. Fully
time-resolved calculations grow extremely expensive be-
cause pulses from highly relativistic ions have a time scale
that is orders of magnitude shorter than the periods of the
target electrons. We thus invoke a sudden approximation
along the lines of the Glauber approximation in scattering

theory �18,19� similarly as it was used previously in Ref.
�20�. The sudden approximation applies to near collisions
with their extremely short time scales. We check against the
fully time-resolved calculations. Distant collisions, on the
other hand, produce broad, but weak, pulses. That case is
tractable by perturbation theory. We thus work with different
approximations for the various regimes and we take care to
connect them properly. This yields finally a rather inexpen-
sive estimate for the cross section which requires some input
from the presently easily available DFT calculations.

II. FORMAL FRAMEWORK

A. The setup

The scattering process is followed in an explicit time-
dependent picture. The fast ion is described as a Coulomb
charge propagating along a classical trajectory. The perturba-
tion by the target atom is extremely small. We thus assume
that the ion passes by on a straight trajectory,

Rion�t� = �b,0,�ct�, � =
v
c

�1�

characterized by the velocity �=v /c and the impact param-
eter b. It moves parallel to the z axis. On the same footing,
we neglect the recoil of the target. The center of the target
�atom or molecule� is placed at the origin of the coordinate
system. The target nuclei are frozen in space. Only its elec-
tron cloud is considered as a dynamical degree of freedom.
The cloud is described in terms of time-dependent single-
electron wave functions ��� ,�=1, . . . ,N� through the time-
dependent density functional theory �TDDFT� �17�. It re-
duces to the time-dependent Schrödinger equation in the case
of the simple hydrogen atom.

B. The external field

The excitation is mediated by the external Coulomb field
of the fast ion. Its Coulomb and vector potentials read

� = −
�Ze

��x − b�2 + y2 + d2 + �2�z − �ct�2
, �2a�
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� =
1

�1 − �2
, �2b�

and Ax=0, Ay =0, Az=��. The expression contains the small
parameter d which serves to cut off the Coulomb singularity
at the position of the ion. It is introduced for practical rea-
sons. For the electrons of the target system, we are going to
solve the Kohn-Sham equations on a grid in coordinate space
which requires such a cutoff typically of the order of the grid
spacing. We chose it small enough to make the results inde-
pendent of the cutoff.

The potentials �2� have the great disadvantage to decay
very slowly, namely �r−1 �where r=�x2+y2+z2�. The
physical forces in terms of electrical and magnetic fields fall
off much faster. We bring the potentials into a more conve-
nient shape by the gauge transformation �→�+ �1/c��t�,
A→A+��, �→exp�ı���, with

� =
1

�
Ar sinh

���2z − �ct�
b + a

. �3�

This yields the potentials

� = −
�Ze

��x − b�2 + y2 + d2 + �2�z − �ct�2

+
�Ze

��a + b�2 + �2��2z − �ct�2
, �4a�

Ax = 0, �4b�

Ay = 0, �4c�

Az = �� , �4d�

which fall off as z−2, sufficiently fast for a stable numerical
treatment. The gauge parameter a is chosen to coincide with
the cutoff parameter d.

C. Propagation and observables

Initially the target is in its ground state �	0	 with the
projectile infinitely remote �in practice, far enough away to
have no effect�. Let us associate with that the state
�	�−T�	= �	0	 where we think ideally T→
. From that
starting point, we propagate the electronic state �	�t�	 by
TDDFT under the influence of the external potentials �4�. We
solve the TDDFT equations for the single-electron wave
functions �� from which �	�t�	 is composed on a grid in
three-dimensional coordinate space; for details, see Refs.
�21,22�. At the end, we can compute the total inelastic tran-
sition probability � for one specific scattering event as

���,b;�,� = lim
T→+


�1 − 
�	0�	�T�	
2� . �5a�

The probability � depends on the ionic velocity �, impact
parameter b, and the initial molecular orientation � ,. This
orientation is meaningless for atoms that are spherical. Two
angles suffice to determine axially symmetric molecules.
One would need three Euler angles when considering triaxial

molecules �which is not done here�. The total inelastic tran-
sition cross section � is obtained from integrating � over all
impact parameters with equal weight �homogeneous flow�
and, if necessary, averaging over all molecular orientations,
i.e.,

���� =
1

4�2�
0

2�

d�
0

�

d�cos���
0




db b���,b;�,� .

�5b�

Thus far, the concept is straightforward. But it turns out
that it becomes impracticable in many situations. The reason
is that the external field can cover any time scale depending
on the impact parameter b. For b1a0 being of atomic scale
�where a0 is the Bohr radius�, the external pulse varies at the
rate of attoseconds. A detailed time propagation becomes ex-
tremely expensive because it has to resolve that scale while
substantial changes at the atomic site take several femtosec-
onds �fs� to develop. On the other hand, the external pulse
becomes long and slow for very large impact parameters
while the atomic scale with its typical cycle of fs remains
fully resolved. It is obvious that we have to cope with very
different dynamical regimes. To this end, we develop a par-
ticularly suited approximation for each regime separately.
We will check these approaches by comparison with the ex-
act propagation and we will work out an appropriate switch-
ing point between the regimes.

D. Approaches

1. The sudden approximation

In the limit of extremely fast excitation, the external
perturbation

V̂�t� = e� +
e

c
�p̂ · A + A · p̂� �6�

is concentrated on a very short instant around t=0. The elec-
tronic dynamics is practically frozen while the external field
passes by. Its only effect is to modify “at once” the phase of
the electronic wave functions. The phase pattern thus im-
printed determines the further evolution. The concept is very
similar to the Glauber approximation often used in scattering
theory �18,19�. The adaption of Glauber theory for the
present case of sudden Coulomb excitation was studied ex-
tensively in Ref. �24�. The basic steps are summarized in
Appendix A. It turns out that the accumulated phase profile
becomes

Ŝ = �
i=1

N
Ze2

�c
ln��xi − b�2 + yi

2 + d2� , �7a�

and with it the total inelastic transition probability

� = 1 − 
�	0�e−ıŜ�	0	
2. �7b�

The propagation in the regime t�0 after excitation does not
change the distribution of excited states. The probability can
thus be read off immediately after excitation. The criterion
for the validity of the sudden approximation is
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2b

��c
�

1

Eexc
, �8�

where Eexc is the lowest excitation energy in the system.
Such conditions are only a rough guideline. We will check
the range of validity in practice later.

The total inelastic transition probability �7� is particularly
simple to evaluate because only the ground state is involved.
With a bit more effort, one can also compute excitation prob-
abilities for specific states �	�	 in the sudden approximation.
These read

�0� = 
�	��e−ıŜ�	0	
2. �9�

We will use that possibility to elucidate in the following
studies the various contributions to the total cross section.

2. Perturbation theory

The other extreme is the weak and slow fields that emerge
in the case of very large impact parameters b. The magnetic
field becomes negligible and the electrical field at the target
site can be treated in dipole approximation. There remains
the perturbation Hamiltonian

V̂ = − E0�t� · D̂ , �10a�

E0x�t� =
�Zeb

�b2 + d2 + �2�2c2t2�3/2 , �10b�

E0y�t� = 0, �10c�

E0z�t� =
− ��ctZe

�b2 + d2 + �2�2c2t2�3/2 , �10d�

where D̂ is the dipole operator and E0 the electrical field at
the origin. The details of time-dependent perturbation theory
and subsequent approximations are given in Appendix B.
From that, we can deduce upper and lower limits for the
total inelastic transition probabilities in the regime of remote
collisions,

�max =
4�Ze�2

�2c2b2�10K1
2��10��	0��2D̂x�	0	 , �11a�

�min =
4�Ze�2

�2c2b2�10K1
2��10��Dx,10�2, �11b�

�10 = �b�10

��c
� , �11c�

where �D̂x= D̂x− �	0 � D̂x �	0	, Dx,10= �	1 � D̂x �	0	, and D̂x is
the operator of the dipole in the x direction. The K1 is a
modified Bessel function. This function decays exponentially
and thus the excitation probabilities fall off exponentially
with the impact parameter b rendering the total transition
cross section finite. The upper and lower limits converge
toward each other in the limit of large impact parameters b.
We will use the upper limit as a reliable estimate for the total
inelastic transition probability, i.e., ��max.

There is an intermediate range of impact parameters b
where the dipole approximation for the spatial part of the
excitation operator becomes valid while the sudden approxi-
mation is still at work concerning the temporal profile. This
is a regime where both approximations nicely match. Thus
we do not need the explicitly time-dependent calculations
except for critical tests of either approximation.

3. Consequences for practical calculations

Both, the sudden approximation and perturbative esti-
mates yield formulas that involve merely stationary states.
That is a great simplification because these are much faster to
compute than a full time evolution. Moreover, we can exploit
spherical symmetry in the case of atoms. We take advantage
of that simplification for most of the detailed studies con-
cerning the distribution of excitation channels. The final re-
sults for the total ionization cross sections for all systems,
atoms and molecules, are done on the basis of a fully three-
dimensional code.

III. RESULTS AND DISCUSSION

A. Disentangling the contributions: Hydrogen

In this section, we are going to study the various contri-
butions to the excitations in detail. To that end, we compute
the detailed transition probabilities in sudden approximation
according to Eq. �9�. As a simple test case we consider scat-
tering of a fast proton by a hydrogen atom as target. Figure 1
shows the distribution of transition probabilities for hydro-
gen as a function of the impact parameter. The monopole
�l=0� dominates for small impact parameters b�1a0. The
dipole �l=1� dominates everywhere else and thus will con-
tribute dominantly to the total cross section. Contributions
from higher angular momenta l decrease quickly with in-
creasing l. Moreover, the fall off with b becomes faster with

FIG. 1. Detailed excitation probabilities �nl for excitation of a
hydrogen atom by a fast proton with velocity �=v /c=0.99 at vari-
ous impact parameters b. We show specific transitions from the 1s
state to the various excited states nl in the hydrogen atom computed
in sudden approximation. The results gather in bunches of same
angular momentum l and different n. The groups are indicated by
embracing arrows labeled with the corresponding l.
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increasing l. This trend starts rather early. Note, however,
that the regime of large b�100a0 lies outside the range of
validity of the sudden approximation. There, all excitation
probabilities fall off faster �namely exponential�, see Eq.
�11�, than the results of the sudden approximation �power
laws of order increasing with l�.

A basic distinction in the excitation spectrum exists be-
tween bound states and the particle continuum. In Fig. 2, the
total inelastic transition probability is compared with the ex-
citation to bound states, again for the test cases of hydrogen.
The difference is then the ionization probability. For small b,
ionization processes prevail. Their contribution decreases
with increasing b remaining about 30% in an intermediate
range, in agreement with previous studies �25,26�. The trend
is obviously related to the time scale of the excitation in
dependence of the impact parameter. Small b means very fast
collisions. These carry a great deal of high frequencies thus
spreading the excitations broadly over the spectrum. The
temporal profile grows broader with increasing b. This de-
pletes gradually the high frequencies and gives more weight
to the low-energy excitation which resides naturally in the
realm of bound states. Eventually, only the lowest dipole
transition remains. But such slow processes emerge only for
large b far outside the scale shown in the figure.

B. Disentangling the contributions: Atoms

Many-electron atoms display a much richer spectrum than
hydrogen. Excitations differ not only by the excited levels
reached but also by the originally occupied levels from
which the electron is removed. The electronic states in an
atom are sorted into core states of different depth and finally
the valence shell which is least bound. The energetic differ-
ences in binding are dramatic with the valence states typi-
cally bound by about 5 eV while core states range at the
order of 100 eV and more of binding. One expects intuitively
that the valence shell dominates in the excitation processes.
This conjecture is checked in Fig. 3 showing separately the
excitation from valence and core states of the Ne atom. The

result proves nicely that core states can indeed be neglected
in computing the total inelastic transition probabilities. This
is what we will adopt in the following.

Figure 4 shows the total inelastic transition probabilities
for a few typical atoms. As worked out in the previous test
case, the excitations are taken as outgoing from the valence
shell only. Pattern and order of magnitude are very similar.
There is a systematic shift of the peak position with impact
parameter. The effect is obvious. The rare gas Ne is deepest
bound and has the smallest radius. Binding is weakened
when removing one electron after another. The increasing
peak impact parameter will lead to increasing cross sections,
although the peak height is almost the same in all cases.
Nonetheless, the effects remain moderate and we will find all
cross sections stay at the same order of magnitude.

C. Angular averaging

Molecules are nonspherical objects. Thus we have as an
additional degree of freedom the orientation of the molecule
relative to the impinging fast ion. The effect of relative ori-

FIG. 2. Total inelastic transition probability � �dashed� and sum
of excitations to bound states only �solid� for excitation of a hydro-
gen atom by a fast proton with velocity �=v /c=0.99 at various
impact parameters b.

FIG. 3. Probabilities for excitation of a Ne atom by a fast proton
with velocity �=v /c=0.99 at various impact parameters b. We
show the probability for excitations from the valence 2s-2p shell
�dashed� and from the deep lying 1s-core state �solid�.

FIG. 4. Total inelastic transition probabilities for transitions
from the ground state of different atoms �as indicated� by a fast
proton with velocity �=v /c=0.99 at various impact parameters b
computed with the sudden approximation.
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entation is shown in Fig. 5 for the case of a N2 molecule.
There are visible differences. Thus one needs to perform a
set of calculations at a bunch of different orientations and to
average the cross section over these orientations. However,
the results do not vary too much and stay all nicely within
the same order of magnitude. This allows us to use only a
coarse grid in the space of orientations. Actually, we will
take a step of � /24 radians for each Euler angle. Of course,
one can make use of symmetry and confine calculations of
cylindrical molecules to the interval �0,�� for � or even
�0,� /2� for dimers like N2.

D. Matching the regimes

In all the above explorations, we have considered the sud-
den approximation throughout. This approach must fail for
large impact parameters where the transition probabilities
fall off too slowly as b−2 yielding infinite cross sections.
Connecting to the perturbative regime for large b is compul-
sory in order to generate the correct asymptotics of the tran-
sition probabilities. The analytical studies indicate that the
sudden approximation and the perturbation theory have a
common regime of validity. We check that in Fig. 6 by com-
parison with the fully time-resolved calculations. Both ap-
proaches agree very nicely with the exact results in their
regime of validity, which is b�100a0 for the sudden ap-
proximation and b�100a0 for the perturbative estimate.
There is also a sufficiently large range of common validity
around b100a0. Figure 6 suggests the following procedure:
We compute the sudden approximation as well as the pertur-
bative estimate over a broad range of b. We switch in the
center of the b interval where both approaches match. This
yields a reliable estimate for the total inelastic transition
probability for all b, which then is finally integrated to obtain
the total transition cross section.

E. Total cross sections

We have developed a well defined procedure to compute
total inelastic transition cross sections for atoms and mol-

ecules when colliding with a fast ion. A summary of results
for a broad range of ionic velocities is shown in Fig. 7 for a
variety of atoms and molecules. The velocity is shown in
terms of � in order to provide a convenient scale for the plot.
Large � correspond to large velocities and energies. For ex-
ample, in the case of a proton beam, �=50 equals an energy
of 46.9 GeV per proton. All cross sections display the same
trends with a minimum at around �3.7, which corresponds
to 3.5 GeV and a slow but steady increase with �.

The similarity of the cross sections suggests that the lead-
ing difference is caused by a trivial factor. The dominance of
the dipole contribution found in Sec. III A and the expres-
sions worked out in Sec. II suggest that this factor is related
to the dipole matrix elements. We thus try to extract the

dipole variance �2D= �	0 ��2D̂x �	0	 by rescaling the cross
sections relative to the dipole variance of the hydrogen atom.
The result is shown in Fig. 8. The rescaling compresses in-
deed all cross sections into a narrowband of about 5% width.
This means at the end that all transition cross sections can be
estimated in a rather simple manner by computing just the
dipole variance for the ground state of the atom or molecule

FIG. 5. Total inelastic transition probability for the collision of
velocity �=v /c=0.99 with a N2 molecule as function of the impact
parameter b. Results are shown for various orientations of the mo-
lecular axis with respect to the z axis �= direction of propagation of
the proton�. All results are obtained with the sudden approximation.

FIG. 6. Total inelastic transition probability for the proton-
hydrogen collision with proton velocity �=v /c=0.99 as a function
of the impact parameter b. Results from various approximations are
compared as indicated. The probabilities are scaled by b2 to display
them relative to the asymptotics of the sudden approximation.

FIG. 7. Total inelastic transition cross sections for the collision
of fast protons with atoms and molecules. The cross sections are
shown as function of ionic � for a selection of typical atoms and
molecules.
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of interest and multiplying that with the well known cross
section of the hydrogen atom, which is given by Eq. �B6�.

The dipole variances have yet to be calculated in detail,
e.g., by a DFT code. The question arises whether one can
derive a simple systematics for that piece of information.
Figure 9 shows the dipole variance for the systems under
consideration. There is some regularity to the extent that the
atoms can be sorted nicely according to groups of elements
and that the dimers belong visibly to a much different cat-
egory. However, a simple estimate covering all systems is
not immediately obvious and may become hopeless when
extending the class of molecules under consideration. It is
probably not worth the effort in view of the fact that �merely
static� DFT calculations are readily available.

One can, however, simplify the other entry in the esti-
mate, the cross section for hydrogen as given in Eq. �B6�. By
expanding the Bessel functions for small arguments up to
first order, we obtain

�H���
a0

2 
Z2

�2 �5.287 � 10−3 + �6.695

�10−4�− 2.4037 + 2 ln������ , �12�

which turns out to provide a surprisingly good approxima-

tion. In the SIS100 storage ring at the GSI Darmstadt �for
parameters, see Refs. �23�� with a beam energy of up to
29 GeV/u for the approximately 1013 protons which move in
a tube of a circumference of 1083.6 m containing an esti-
mated residual gas density of about ng=1011 m−3, this would
yield a transition rate of about �−1=1010 s−1 for the case of a
residual gas consisting of hydrogen atoms only.

IV. CONCLUSIONS

We have investigated the transitions of atoms and small
molecules from their ground state through collisions with
highly relativistic charged ions. The ion was assumed to
travel unperturbed on a straight trajectory acting on the target
by delivering an electromagnetic force pulse. We have per-
formed fully time-resolved calculations using the time-
dependent Schrödinger equation for the hydrogen atom or
time-dependent density-functional theory for many-electron
systems. This serves for principal investigations and for test-
ing the various approximations.

Close collisions with impact parameters b�100a0 are re-
lated to extremely short force pulses. These can be approxi-
mated very well in a sudden approximation where the change
in the local momentum is imprinted instantaneously on the
electron cloud as a modification of its phase profile. This
defines at once the distribution of excitation energy over the
spectrum of excited states. The detailed time evolution starts
from this �instantaneously excited� initial state where the
consequences of the excitation profile are becoming manifest
in the course of time. The excitation �and ionization� prob-
ability can be evaluated simply from the initial state in com-
parison to the unperturbed spectrum.

Distant collisions produce more slowly changing fields at
the target site which cannot be treated in sudden approxima-
tion. On the other hand, such fields are very weak and can be
treated very well by time-dependent perturbation theory. For-
tunately, the regimes of validity of both approximations have
a large overlap such that both approaches complement each
other nicely. We combine them with an appropriate switching
impact parameter in the center of the overlap regime. The
simplified treatment thus derived has been counterchecked
by the full-fledged time-dependent calculations.

The remaining expressions and matrix elements can still
be rather lengthy and hard to calculate for many-electron
systems. Using all-electron calculations, we have shown that
by far the dominant contribution to the excitation and ioniza-
tion probabilities comes from the valence shell. All deeper-
lying core states need not be treated explicitly and can be
replaced by pseudopotentials.

Taking these three approximations together, we need only
a few static density-functional calculations for the valence
states of a system to compute the transition cross sections.
We have considered in detail the cross sections for H, He, C,
N, O, Ne, H2, and N2. From the systematics of the results
thus obtained, we find that an even simpler estimate is pos-
sible. The cross section for a given target system separates
into the generic cross section of hydrogen atom times the
variance of the dipole operator for the valence shell of the
given system. The hydrogen cross section carries all velocity

FIG. 8. Total inelastic transition cross sections as in Fig. 7 but
scaled by the relative dipole variances �2DH/�2DX, where H stands
for hydrogen and X for the actual atom or molecule.

FIG. 9. The angular averaged dipole sum G over the rms radius
of the electron density for different systems under study.
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dependence while the dipole variance serves as a scale
factor.28–38
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APPENDIX A: DETAILS OF THE SUDDEN
APPROXIMATION

The time evolution operator in the interaction picture
reads

���t�	I = Û�t,t0����t0�I, �A1a�

Û�t,t0� = �
n=0



�− i�n

n!
T��

t0

t

dt��VI�t����n

, �A1b�

VI�t�� = eiĤ0�t�+T�V̂S�t��e−iĤ0�t�+T�, �A1c�

where

T �A�t�,B�t��� = �A�t�B�t�� for t � t�

B�t��A�t� for t � t�
�A1d�

is the time-ordering operator and V̂S describes the time-
dependent external perturbation. The index I denotes a state
vector or operator in the interaction picture and S in the
Schrödinger picture. We are now considering close collisions
where the potential VS has nonvanishing values only in a
very small vicinity of t=0. In that case, the time ordering
operator can be ignored, the whole excitation shrinks to an
instantaneous process, and the dynamics proceeds in three
regimes as

t � 0−: �	�t� = e−iE0t�	0	 ,

0− � t � 0+: �	�0+� = e−i�−


 dt� V̂S�t���	�0−�	 ,

0+ � t: �	�t� = e−iĤ0t�	�0+�	 , �A2�

where 0±=0±� stands for instant short before and after ex-

citation. The further propagation e−iĤ0t does not change the
internal structure of the state. The amount of excitation is
determined at the instant of excitation and we obtain the total
inelastic transition probability as

� = 1 − 
�	0�Ûsudden�	0�	
2,

Ûsudden = exp�− i�
−





dt� V̂S�t��� . �A3�

Using the explicit perturbation �6� with the potentials �4�, we
obtain

Ŝ = �
−





dt� V̂S�t�� = �
i=1

N
Ze2

�c
ln��xi − b�2 + yi

2 + d2� .

�A4�

We can neglect the vector potential terms here because it
only enters the z component of the electric field, which is an
odd function of time. In sudden approximation, the perturba-
tion is integrated over all time such that its z component does
not contribute to the excitation process �24�.

APPENDIX B: DETAILS OF THE PERTURBATION
THEORY

Starting from the perturbation �10�, we obtain by standard
time-dependent perturbation theory the excitation
probability,

��b� =
4�Ze�2

�2c2

1

b2X
��0

��Dx,�0�2�2K1
2���

+
1

�2 �Dz,�0�2��0
2 K0

2���0��


4�Ze�2

�2c2

1

b2X
��0

Dx,�0
2 ��0

2 K1
2���0� , �B1�

��0 =
b��0

��c
, �B2�

X

��0
= �

��0�discrete
+ �

��continuum
d� , �B3�

where Ki is a modified Bessel function of the second kind
�27�. One can neglect the second term because of the factor
�−2 and because for small arguments x: K1�x��K0�x�.

The summation over all discrete excited states and subse-
quent integration over all continuum states is, of course, a
cumbersome operation. As a further step, we derive an ap-
proximation and upper bound. Using

x� � x Þ x�2K1
2�x�� � x2K1

2�x� ,

we obtain

� � �max =
4�Ze�2

�2c2

1

b2G�10
2 K1

2��10� , �B4a�

G = X
��0


�	��Dx�	0	
2 = �	0��2Dx�	0	 , �B4b�

�D = D̂x − �	0�D̂x�	0	 . �B4c�

It is equally simple to deduce a lower estimate. One
simply restricts the summation to the lowest excitations and
obtains

� � �min =
4�Ze�2

�2c2

1

b2�10
2 K1

2��10��Dx,10�2. �B5�

The expression is very similar to the upper estimate �B4a�.
The difference consists only in the range of the dipole sum,
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full variance versus lowest excitation only. The external field
becomes ever slower with increasing impact parameter b.
This puts increasing weight on the lowest �=slowest� excita-
tion. In the limit b→
, the true perturbative excitation prob-
ability approaches this lower bound so that Eq. �B4a� is an
overestimation. However, such extremely large collision pa-
rameters do not contribute significantly to the total cross sec-
tion. As a result, the error by using Eq. �B4a� is negligible.

Using Eq. �B4a�, one can easily integrate the perturbative
part of the cross section analytically. Before doing so, in the
case of molecules we have to average over all orientations of
the molecular axis relative to the projectile trajectory. In
the perturbative expression, this can be done by substituting

G= �	0 ��2Dx �	0	→ �	0 ��2D ·n�� ,� �	0	, and averaging
over the Euler angles � and . This is also an easy operation
since only the stationary ground-state wave function is in-
volved. After integrating, we finally get for the cross section
as a function of the velocity �=v /c

� = 2��
0

b1

db b�sudden + �G
4�Ze�2

�2c2 �10
2

��K0��10�K2��10� − K1
2��10�� , �B6�

where G was given in Eq. �B4b�, �10=b1�10/��c, and b1 is
the switching point between sudden approximation and treat-
ment in perturbation theory.
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