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Measurement of the photoionization cross section of the (2p)°(3p) 3D3 state of neon
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We report a new measurement of the photoionization cross section for the (2p)°(3p) 3D3 state of neon at the
wavelengths of 351 and 364 nm. These data were obtained by monitoring the decay of the fluorescence of
atoms trapped in a magneto-optical atom trap under the presence of a photoionizing laser, a technique devel-
oped by Dinneen er al. [Opt. Lett. 17, 1706 (1992)]. We obtain absolute photoionization cross sections of
2.05+0.25x 10718 cm? at A=351 nm and 2.15+0.25 X 1078 cm? at A=364 nm, an improvement in accuracy
of a factor of 4 over previously published values. These new values are not consistent with published theoret-

ical data.
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I. INTRODUCTION

The process of photoionization plays an important role in
applied plasmas such as gas lasers or discharge lamps, and
also as a technique for producing ionized matter for scientific
study. Recently, for instance, it has become possible to study
a virtually unexplored field in plasma physics experimentally
through the production of a so-called ultracold plasma [1] by
near-threshold photoionization of a sample of neutral atoms
trapped in a magneto-optical trap (MOT). Such ultracold
plasmas have ion temperatures around 1 mK and electron
temperatures as low as 10 K at a density of about 10° cm~,
at which point the electrostatic interaction energy between
nearest neighbors becomes comparable to the kinetic energy.
The plasma is then close to entering the strongly coupled
regime where standard classical plasma physics assumptions
may become invalid [2,3].

Photoionization cross sections furthermore provide funda-
mental tests of atomic structure calculations [4—19]. Here, as
is often the case, alkali-metal atoms and rare gas atoms are of
particular importance as relatively simple test subjects. For
ionization out of the ground state, absolute cross sections
have been determined with great precision (uncertainty
1-3 %) over a wide range of photon energies of up to
4000 eV by using synchrotron radiation [5-7]. For excited
states, ionization close to threshold has been studied using
discharge and laser-excited atomic beams [8-13] and, only
for alkali-metal atoms, also using atom traps [16—19]. In the
latter case, absolute values could be determined with an ac-
curacy down to 10%.

The atom trap technique was pioneered by Dinneen et al.
[16] and later applied by several other groups [17-19], with
all experiments focusing exclusively on rubidium. Here we
follow this lead to obtain absolute and precise measurements
of the photoionization cross section of the excited (2p)°(3p)
3D, state of neon for two different ionization wavelengths.
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While much has been learned about photoionization out of
this and closely related states from, e.g., photoelectron spec-
tra [10], electron angular distributions [11], and autoioniza-
tion widths [12,13,15], so far the absolute value of the cor-
responding cross sections has only been known with a
relative accuracy of 50% [10,11]. In this paper we present an
independent and direct measurement based on studying the
effect of an ionizing laser on the decay dynamics of laser-
excited neon atoms trapped in a magneto-optical trap. The
technique used here employs only relative measurements of
atom numbers, which allowed the relative precision to be
increased by a factor of 4 over the measurements of Siegel et
al. [11]. At the time, these authors necessarily had to rely on
data on collisional ionization processes to obtain an absolute
value of their atom flux, which restricted the achieved accu-
racy.

This paper is organized as follows: Sec. II describes the
experimental setup and the characteristics of the photoioniza-
tion laser; Sec. III presents the experimental results and the
corresponding analysis; Sec. IV discusses the results and the
corresponding uncertainties and compares our measured val-
ues with previous work.

II. EXPERIMENTAL SETUP

Metastable neon atoms are trapped in a MOT which is
loaded from a bright atomic beam as described in Refs.
[20,21]. The atomic beam can produce approximately 2
% 10'0 atoms per second traveling at 100 m/s. These atoms
are slowed down further in a second Zeeman slower and
trapped in a MOT. The magnetic field gradient of the MOT is
about 10 G/cm, and the detuning of the trapping laser was
set at —0.51" with I'=(27)8.2 MHz the natural width of the
atomic transition.

The laser light used for all laser cooling stages of both the
atomic beam and the MOT was generated with a frequency
stabilized Coherent 899 ring dye laser. This laser produces
700 mW of laser light at a wavelength of 640.224 nm, reso-
nant with the closed Ne (2p)°(3s) 3P2—>(2p)5(3p) 3D3 opti-
cal transition. The laser light for the MOT beams was spa-
tially filtered through a fiber and expanded. The MOT beams
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FIG. 1. Schematic drawing of the MOT and the uv laser beam.
Depicted in the figure is the telescope used for expanding the PI
beam and the glass plate used for moving the PI beam with respect
to the atom cloud.

have a Gaussian beam profile with a 1/ Ve intensity radius of
1.5+0.1 mm. The combined intensity of all MOT beams was
typically 16 mW/cm?.

The spatial profile of the fluorescence emitted by the
MOT was imaged with a charge-coupled-device (CCD) cam-
era and had a profile that could be fitted well with a Gaussian
distribution. The 1/+e radius of the MOT fluorescence in the
x (so) and z (s,) (see Fig. 1) direction was measured to be
80+20 um. The intensity of the MOT beams was stabilized
to better than 1072 using a electronic controller connected to
the modulation input of an AOM driver. The stabilization
was built such that we could switch between two stabilized
intensities within 400 us.

The uv light for photoionization (PI beam) was produced
with a Coherent Innova 90-5 argon-ion laser which we used
in two different modes: (i) a dual wavelength mode or
“mixed mode,” in which the laser generates a maximum of
86.5 mW of 364-nm light and 53.5 mW of 351-nm light
simultaneously, and (ii) a “nonmixed mode” in which the
laser generates a maximum of 80 mW at 351 nm only.

Both these wavelengths generated by the laser are greater
than 290 nm, the maximum wavelength for photoionization
from the (2p)>(3s) 3P2 state. This ensures that photoioniza-
tion only occurs from the (2p)°(3p) 393 state. The Gaussian
Pl beam was expanded to a 1/ve intensity radius of
450+20 um in the x direction and 53020 um in the y di-
rection at the position of the MOT (see Fig. 1). The beam
was passed through an antireflection coated glass plate, en-
abling small, controlled horizontal and vertical movements
of the PI beam relative to the atom cloud, and then sent
through a vacuum window into the trap under a small angle
with the z direction. The transmission of the vacuum window
was measured to be 0.73+0.02 at 351 nm and 0.80+0.02 at
364 nm.

Relevant information was obtained via the measurement
of the decay fluorescence using a Pulnix TM 1300 CCD
camera. The camera measured total fluorescence power emit-
ted by the trapped atoms at a rate of 10 frames/s. The fluo-
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rescence of the atoms could also be detected with an EMI
9862K photomultiplier tube (PMT). This was used to mea-
sure fast (<400 us) changes in fluorescence power, resulting
from a sudden change in MOT laser intensity. Both the CCD
camera and the photomultiplier tube were only used for rela-
tive measurements so that calibration for absolute detection
efficiency was not necessary.

A schematic representation of the MOT setup and the PI
beam is given in Fig. 1.

III. MEASUREMENT OF THE PHOTOIONIZATION
CROSS SECTION

A. Linear loss rate

The rate equation that describes the time evolution of the
number of trapped atoms &, in the MOT with the presence of
the PI beam is

dN,

d_t[:RL_Nt(FBG‘l'FPI)_,Bf n(r,1)dr, (1)
where R; is the loading rate (determined by the beam flux
and the capture efficiency of the MOT) and I'p; is the decay
rate due to density-independent losses such as background
gas collisions (the pressure in the trap chamber during op-
eration is approximately 1.6X 10~ mbar). The rate constant
[ describes the density-dependent losses and n(r,7) is the
atomic density distribution of the trapped atoms. Finally, I"p,
is the decay rate due to photoionization from which the
photoionization cross section can be determined as we show
in Sec. III B.

One aspect that makes photoionization experiments with
metastable atoms different compared to similar experiments
with alkali atoms is that the steady-state number in the MOT
is mainly determined by two body losses [21]. A conse-
quence of this is that it is very difficult to measure I'p; by
studying the effect of the photoionization laser on the steady-
state number of atoms in the MOT. Only its effect on the fill
rate or on the decay rate of the MOT, and then only at low
densities can be used. Here the dynamics are determined by
linear losses, i.e., density independent losses. In this experi-
ment we chose to study the decay dynamics when the atomic
beam is switched off (R;=0) since then the results do not
suffer from fluctuations in the beam flux.

In our trap the spatial distribution is to a good approxima-
tion independent of the number of atoms [21], i.e., n(r,z)
=n(r)g(7) so that the solution to Eq. (1) (with R;=0) can be
written as

N,(0)exp(—tR)
1+ [BN0)/V (1 - exp(—tR)]’

where V,y=(2m)"%s,s,s, is the effective trap volume [21]
and R=T"g;+1p; is the total decay rate. Figure 2 shows two
typical experimental decay curves fitted with Eq. (2), with
and without the presence of the photoionizing laser. Fits to
the data such as these enable R to be determined. For both
curves the initial part of the decay is dominated by two-body
losses. The effect of linear losses becomes visible at lower
atom numbers, and therefore lower atomic densities.

Nt(t) = (2)
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FIG. 2. Fluorescence power from the atoms trapped in the MOT
as a function of time after loading is stopped, without (filled circles)
and with (open circles) the presence of the PI beam. The solid lines
are fits to Eq. (2).

B. Loss rate vs uv intensity

The linear decay rate I'p; due to photoionization by a
monochromatic light source with frequency v can be written
as

_ Ipfo
PI hy

: 3)

where Ip; is the average photoionizing laser intensity incident
on the 3D3 atoms in the MOT, # is Planck’s constant and o is
the photoionization cross section at frequency v [16]. The
decay rate is proportional to the excited state fraction f, i.e.,
the fraction of atoms in the excited 3D3 state, since only
these atoms can be ionized with the uv laser as discussed in
Sec. II. As the size of the atom cloud is much smaller than
the diameter of the trapping beams, f is constant over the
trapping region. Note that Eq. (3) is only valid when Ip; is far
from saturation; in the present experiment this is always the
case. By measuring R as a function of the average photoion-
izing laser intensity Ip;, a value for fo can be determined.

The value of Ip; is determined by the total uv laser power
(Py,) and the spatial profile of the photoionizing laser I(x,y),
given by

.X2 y2
I(x7y)=IOeXp _F exXp _F > (4)

y

with o, and o, the 1/ Ve radii of the PI beam in the x and y
directions and'IO=Puv/(2770'x(T),) the peak intensity. Further-
more, the spatial profile of the (*D5) atoms in the MOT and
the alignment of the MOT with respect to the uv laser have
to be taken into account. As mentioned in Sec. II we mea-
sured the spatial profiles of both the 3D3 atoms and the PI
laser by imaging them on a CCD camera and found that both
spatial profiles were fitted well with a Gaussian distribution.
Assuming that the MOT and the PI beam are well aligned
with respect to one another (we will discuss alignment of the
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FIG. 3. The upper graph (a) shows the measured linear loss rate
as a function of intensity of the mixed-mode PI beam. The lower
graph (b) shows the fitted loss rate as a function of intensity of the
351-nm-only PI beam. The solid lines are linear fits to the data.

MOT and PI beam further in Sec. IV), the average intensity
can be found by averaging the spatial profile I(x,y) given by
Eq. (4) over the normalized, transverse, spatial distribution
ii(x,y) of the trapped atoms,

lyo .o,

o@D

IPI:fJI(x,y)rT(x,y)dxdyz

where (as before) s, and s, are the 1/ Ve radii in the x and y
direction of the spatial profile of the *D; atoms. Since the
size of the PI beam is much larger than the size of the 3D3
atom distribution, the value of Ip;/1; is rather insensitive to
fluctuations in the size of the *D, atom distribution.

Figure 3(a) shows the measured linear loss rate as a func-
tion of intensity seen by the atoms when the laser was run-
ning in mixed mode (both 351- and 364-nm light). Each data
point is a statistical average of at least five measurements.
Figure 3(b) shows the measured linear loss rate as a function
of intensity seen by the atoms with the laser running in non-
mixed mode (351 nm only). Once again, each data point is a
statistical average of at least five separate measurements. The
linear behavior of the data confirms the assumption of a loss
rate constant that varies linearly with the laser intensity. The
slope of these curves corresponds to the quantity fo/hv
=0.79+0.05 cm?/J for the 351-nm-only beam, and f{o/hv)
=0.83+0.02 cm?/J for the mixed mode uv beam, where (- - )
indicates averaging according to the fractional power of the
PI beam at the wavelengths of 364 and 351 nm.
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FIG. 4. Measured ratio of fluorescence powers P,/ P; as a func-
tion of the ratio of intensities 75'/I". Every point is a statistical
average over at least eight measurements. The solid line is a fit to
the data using Eq. (7). The dotted line represents Eq. (7) for A=0.

C. Excited state fraction

To determine o, the excited state fraction f must be ascer-
tained. In order to overcome cumbersome calculations to de-
termine the excited state fraction [22], we used an empirical
expression developed by Townsend et al. [23],

1 CS ©)

S 21+48+CS’
Here, S=I"/Iy, where Ijj is the saturation intensity of the
P, — 3D3 transition, and /" is the laser intensity of all MOT
beams combined. The detuning of the MOT beams & is ex-
pressed in units of I", and for this experiment was set to &
=-0.5. The quantity C is a phenomenological factor which
lies between the average of the squared Clebsch-Gordan co-
efficients of all involved transitions and 1. For the °P,
— 3D3 transition, the average of the squared Clebsch-Gordan
coefficients is 0.46.

The large uncertainty in C and in the effective intensity I
seen by the atoms, due to laser beam imbalances and align-
ment uncertainties, makes it necessary to measure the excited
state fraction. For this we adopted a modified version of the
technique used by Townsend er al. [23]. We measured the
power P; of the fluorescence scattered by the atoms at a
certain trap-laser intensity /7', which is proportional to the
excited state fraction f| at that intensity. We then suddenly
changed the intensity and measured the power P, of the fluo-
rescence emitted by the atoms with the new intensity 75’
(Townsend ef al. applied a rapid change in detuning). The
intensity was changed fast enough to make sure the loss in
atom number and the movement of the atoms may be ne-
glected.

Figure 4 shows the ratio P,/P; as function of the ratio
between the two intensities I5'/I}". Our data fits well with the
following equation:
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L B 1+A
fi ML+ A

derived from Eq. (6). Here, A=CI}'/I}}(1+48) is the only fit
parameter. Having determined A=0.77+0.06 in this way
from the data in Fig. 4, we find the excited state fraction at
the MOT laser intensity used in the decay experiments (cor-
responding to I5'/1{'=1) to be 21.7+1.5 %. From Eq. (6) it
follows that f=(1/2)A/(1+A) so that uncertainties in the
value of the detuning have no influence on this determina-
tion.

From the fitted value of A we can extract an estimate for
C by inserting the calculated effective intensity /™ of the
MOT beams, which serves as a consistency check. This re-
sults in a value of 0.4+0.1 for the phenomenological con-
stant C, which is indeed in the expected range. We note that
this cannot be regarded as an actual measurement of C since
which we did not independently determine the intensity of
the trapping light experienced by the atoms.

()

IV. SOURCES OF UNCERTAINTY AND CONCLUSIONS

Combining the measurements of the linear loss rate fo
due to photoionization and the excited state fraction f yields
a value of 2.05+0.18 X 1018 cm? for o at 351 nm, and a
value of 2.15+0.16 X 1078 cm? at 364 nm. The value for the
cross section at 351 nm was determined directly from the
measurements with the laser in nonmixed mode. The value
obtained was then used to extract the cross section at 364 nm
from the measurements with the laser in mixed mode. We
note that these cross sections correspond to effectively unpo-
larized atoms, due to the presence of trapping beams with
various polarizations. The uncertainties given here corre-
spond only to the statistical standard deviations as deter-
mined by the measurements of total loss rate R vs PI inten-
sity Ip; and the excited state fraction f (which is the dominant
source of the uncertainty).

In our measurements there were also several systematic
sources of uncertainty; all of these are related to the precision
with which the average intensity /p; is known, estimated to
be within 8%. This comes mainly from four contributions: (i)
The uncertainty of the transmission through the vacuum win-
dow between the point where we measured the power and
where the atoms are (2%); (ii) The uncertainty in the power
measured with our power meter (5%); (iii) The uncertainty in
determining the waists of both the uv laser and the atomic
distribution in the MOT. This gives an uncertainty in the
determined intensity of 3%; (iv) The alignment of the uv
laser with respect to the atom cloud. Special care was taken
to make sure that the photoionization beam was aligned with
respect to the MOT. Figure 5 shows the effective decay rate
as a function of horizontal (a) and vertical (b) displacements
of the PI beam with respect to the MOT, displaced via the
rotatable glass plate (see Fig. 1). Based on these measure-
ments we conclude that the MOT was within 0.30 of the
1/\e intensity radius o of the PI beam. This gives an addi-
tional uncertainty of 5% for the average intensity.

Taking these various uncertainties into account by adding
them quadratically, we conclude that we measured the cross
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FIG. 5. Linear loss rate as a function of the relative displace-
ment of the Pl beam with respect to the atom cloud in (a) the x
direction, and (b) the y direction. The curves represent parabolic fits
to the data.

section for Ne 3D3 atoms to be 2.05+0.25X 107'® cm? at a
wavelength of 351 nm and 2.15+0.25X 107" cm? at a
wavelength of 364 nm. The relative accuracy obtained
(=12%) is quite comparable to the result of Dinneen et al.
using rubidium and is dominated by the contribution from
the excited state fraction.

When we compare our measurement with previous ex-
perimental work done at 351 nm by Siegel et al. [11] using
an atomic beam, then we find that our measurements are in
perfect agreement with their value but a factor of 4 more
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precise. These authors determined the photoionization cross
section at 351 nm to be (2+1) X 107'8 cm? by reference to
data on collisional ionization on which their absolute flux of
excited state atoms could be calibrated. As the measurements
here only rely on relative atom numbers as measured by the
fluorescence yield, in principle they can be made arbitrarily
more precise by further improvement of the statistical accu-
racy and elimination of systematical errors.

For neon there do not seem to exist any recent calcula-
tions of absolute cross sections for ionization out of the 3p
state, in contrast to the situation for the metastable (3s) SPQ2
states [14]. To compare the experimental data we have to
refer back to somewhat older theoretical values from Duzy
and Hyman [24], from Chang [25], and from Chang and Kim
[26]. Duzy and Hyman used a central-field approximation for
the potential experienced by the outer electron, including a
core polarizability that was adjusted semiempirically to gen-
erate binding energies that would match experimental data of
about 15 excited states. Fine-structure effects were not taken
into account. The photoionization cross sections were subse-
quently calculated from the resulting wave function of the
outer electron. In this way, a value of =5 X 107!8 cm? for the
cross section at 364 nm was obtained. Chang [25] instead
applied a Hartree-Fock treatment which included the influ-
ence of many-body corrections to the cross section; these,
however, turned out to be quite small (<10%) for ionization
wavelengths greater than 340 nm. In a subsequent paper
therefore Chang and Kim [26] used a single-configuration
Hartree-Fock treatment and found o=4.5X 107! cm? at
364 nm, with about a 10% smaller value at 351 nm. All these
values are beyond the high 3¢ border of our data. This sug-
gests that a refinement of the calculations may be in order,
for which the current data may serve as a benchmark.
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