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The most general method for encoding quantum information is not to encode the information into a subspace
of a Hilbert space, but to encode information into a subsystem of a Hilbert space. Recently this notion has led
to a more general notion of quantum error correction known as operator quantum error correction. In standard
quantum error-correcting codes, one requires the ability to apply a procedure which exactly reverses on the
error-correcting subspace any correctable error. In contrast, for operator error-correcting subsystems, the cor-
rection procedure need not undo the error which has occurred, but instead one must perform corrections only
modulo the subsystem structure. This does not lead to codes which differ from subspace codes, but does lead
to recovery routines which explicitly make use of the subsystem structure. Here we present two examples of
such operator error-correcting subsystems. These examples are motivated by simple spatially local Hamilto-
nians on square and cubic lattices. In three dimensions we provide evidence, in the form a simple mean field
theory, that our Hamiltonian gives rise to a system which is self-correcting. Such a system will be a natural
high-temperature quantum memory, robust to noise without external intervening quantum error-correction

procedures.
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I. INTRODUCTION

In the early days of quantum computation, the analog na-
ture of quantum information and quantum transforms, as
well as the effect of noise processes on quantum systems,
were thought to pose severe obstacles [1,2] towards the ex-
perimental realization of the exponential speedups promised
by quantum computers over classical computers [3-6]. Soon,
however, a remarkable theory of fault-tolerant quantum com-
putation [7-17] emerged which dealt with these problems
and showed that quantum computers are indeed more similar
to probabilistic classical computers than to analog devices.
Analog computers have a computational power which is de-
pendent on a lack of noise and on exponential precision,
whereas probabilistic classical computers can be error-
corrected and made effectively digital even in the presence
of noise and nonexponential precision. The theory of fault-
tolerant quantum computation establishes that quantum com-
puters are truly digital devices deserving of the moniker
computer. An essential idea in the development of the theory
of fault-tolerant quantum computation was the notion that
quantum information could be encoded into subspaces
[7-10] (quantum error-correcting codes) and thereafter pro-
tected from degradation via active procedures of detection
and correction of errors. Encoding quantum information into
subspaces, however, is not the most general method of en-
coding quantum information into a quantum system. The
most general notion for encoding quantum information is to
encode the information into a subsystem of the quantum sys-
tem [9,18,19]. This has been perhaps best exploited in the
theory of noiseless subsystems [18,20-24] and dynamic re-
coupling schemes [22,25,26]. Recently a very general notion
of quantum error correction has appeared under the moniker
of “operator quantum error correction.” [27,28] In this work
the possibility of encoding into subsystems for active error
correction is explicitly examined. While it was found [27,28]
that the notion of an encoding into a subsystem does not lead
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to new codes (all subsystem codes could be thought of as
arising from subspace codes), encoding into a subsystem
does lead to different recovery procedures for quantum in-
formation which has been encoded into a subsystem. Hence,
operator quantum error-correcting codes, while not offering
the hope of more general codes, do offer the possibility of
new quantum error-correcting routines, and, in particular, to
the possibility of codes which might help improve the thresh-
old for fault-tolerant quantum computation due to the less-
ened complexity of the error-correcting routine.

In this paper we present two examples of operator quan-
tum error-correcting codes which use subsystem encodings.
The codes we present have the interesting property that the
recovery routine does not restore information encoded into a
subspace, but recovers the information encoded into a sub-
system. Using the [n,d,k] labeling a quantum error-
correcting code, where n is the number of qubits used in the
code, d is the distance of the code, and k is the number of
encoded qubits for the code, our codes are [n?,n,1] and
[n3,n,1] quantum error-correcting codes. The subsystem
structure of our codes is explicitly exploited in the recovery
routine for the code, and because of this they are substan-
tially simpler than any subspace code derived from these
codes.

While the two codes we present are interesting in their
own right, there is a further motivation for these codes above
and beyond their exploitation of the subsystem structure in
the recovery routine. The two operator quantum error-
correcting subsystems we present are motivated by two in-
teresting Hamiltonians defined on two- and three-
dimensional square and cubic lattices of qubits with certain
anisotropic ~ spin-spin interactions [21]. The three-
dimensional version of this system is particularly intriguing
since it offers the possibility of being a self-correcting quan-
tum memory. In a self-correcting quantum memory, the
quantum error correction is enacted not by the external con-
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trol of a complicated quantum error-correction scheme, but
instead by the natural physics of the device. Such a quantum
memory offers the possibility of removing the need for a
quantum microarchitecture to perform quantum error correc-
tion and could, therefore, profoundly speed up the process of
building a quantum computer. In this paper we present evi-
dence, in the form of a simple mean field argument, that the
three-dimensional system we consider is a self-correcting
quantum memory. We also show that the operator error-
correcting subsystem structure of this code is an important
component to not only the self-correcting properties of this
system, but also to encoding and decoding information in
this system.

The organization of the paper is as follows. In Sec. II we
review the notion of encoding information into a subsystem
and discuss the various ways in which this has been applied
to noiseless subsystems and dynamic recoupling methods for
protecting quantum information. Next, in Sec. III, we discuss
how operator error-correcting subsystems work and how
they differ from standard quantum error-correcting codes.
Our first example of a operator quantum error-correcting
subsystem is presented in Sec. IV where we introduce an
example on a square lattice. The second, and more interest-
ing, example of an operator quantum error-correcting sub-
system is given in Sec. V where we discuss an example on a
cubic lattice. In Sec. VI we introduce the notion of a self-
correcting quantum memory and present arguments that a
particular Hamiltonian on a cubic lattice related to our cubic
lattice subsystem is self-correcting. We conclude in Sec. VII
with a discussion of open problems and the prospects for
operator quantum error-correcting subsystems and self-
correcting quantum memories.

II. SUBSYSTEM ENCODING

Consider two qubits. The Hilbert space of these qubits is
given by C?® (2 Pick some fiducial basis for each qubit
labeled by |0) and |1). One way to encode a single qubit of
information into these two qubits is to encode the informa-
tion into a subspace of the joint system. For example, we can
define the logical basis states |0,)=1/y2(]01)~|10)) and
[1,)=|11) such that a single qubit of information can be en-
coded as @|0;)+B|1,)=a/\2(|01)—|10))+B|11). This is an
example of an idea of encoding quantum information into a
subspace, in this case the subspace spanned by |0,) and |1,).
But another way to encode a single qubit of information is to
encode this information into one of the two qubits. In par-
ticular, if we prepare the state ) ® («|0)+8|1)) for an arbi-
trary single qubit state |¢), then we have also encoded a
single qubit of information in our system. This time, how-
ever, we have encoded the information into a subsystem of
the system. It is important to note that the subsystem encod-
ing works for an arbitrary state |¢). If we fix |¢) to some
known state, then we are again encoding into a subspace. We
reserve the nomenclature of “encoding into a subsystem” to
times in which |¢) is arbitrary.

More generally, if we have some Hilbert space H, then a
subsystem C is a Hilbert space arising from H as [9,18]

PHYSICAL REVIEW A 73, 012340 (2006)

H=(C®D)aE. (1)

Here we have taken our Hilbert space and partitioned it into
two subspaces, £ and a subspace perpendicular to £ On
these perpendicular subspaces, we have introduced a tensor
product structure, C® D. We can then encode information
into the first subsystem C. This can be achieved by preparing
the quantum information we wish to encode p into the first
subsystem, C along with any arbitrary state pp into the sec-
ond subsystem D:

p=(pc® pp) & 0. (2)

The fact that quantum information can most generally be
encoded into a subsystem was an essential insight used in the
construction of noiseless (decoherence-free) subsystems
[18,20-24]. Suppose we have a system with Hilbert space
‘Hg and an environment with Hilbert space H. The coupling
between these two systems will be described by an interac-
tion Hamiltonian H,,, which acts on the tensor product of
these two spaces Hg® Hp. The idea of a noiseless subsystem
is that it is often the case that there is a symmetry of the
system-environment interaction such that the action of the
interaction Hamiltonian factors with respect to some sub-
system structure on the system’s Hilbert space,

Himzz[(ld@Da)@Ea]@Bm (3)

where [, is the d-dimensional identity operator acting on the
subsystem code space C, D, acts on the subsystem D, E,
acts on the orthogonal subspace &£, and B, operates on the
environment Hilbert space H . When our interaction Hamil-
tonian possesses a symmetry leading to such a structure,
then, if we encode quantum information into C, this informa-
tion will not be affected by the system-environment cou-
pling. Thus information encoded in such a subsystem will be
protected from the effect of decoherence and hence exists in
a noiseless subsystem. Noiseless subsystems were a gener-
alization of decoherence-free subspaces [29,30], this latter
idea occurring when the subsystem structure is not exploited,
D=0, and then encoding quantum information is simply en-
coding quantum information into a subspace. Subsystems
have also been used in dynamic recoupling techniques
[22,25,26] where symmetries are produced by an active sym-
metrization of the system’s component of the system-
environment evolution.

III. OPERATOR QUANTUM ERROR-CORRECTING
SUBSYSTEMS

Here we examine the implications of encoding informa-
tion into a subsystem for quantum error-correcting protocols
[27,28]. Suppose that we encode quantum information into a
subsystem C of some quantum system with full Hilbert space
H=(C®D)®E. Now suppose some quantum operation (cor-
responding to an error) occurs on our system. Following the
standard quantum error-correcting paradigm, we then apply a
recovery procedure to the system. When D=C, i.e., when we
are encoding into a quantum error-correcting subspace, then
the quantum error-correcting criteria are simply that the ef-
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fect of the error process followed by the recovery operation
should act as identity on this subspace. If we encode infor-
mation into a subsystem, however, these criteria are changed
to only requiring that the error process followed by the re-
covery operation should act as identity on the subsystem C.
In particular, we do not care if the effect of an error followed
by our recovery procedure enacts some nontrivial procedure
on the D subsystem. In fact our error correcting procedure
may induce some nontrivial action on the D subsystem in the
process of restoring information encoded in the C subsystem.
How does the above observation modify the basic theory
of quantum error-correcting codes? In a standard quantum-
error correction, we encode into some error-correcting sub-
space with basis |i). The necessary and sufficient condition
for there to be a procedure under which quantum information
can be restored under a given set of errors E, is given by

GIELEWj) = 8 jcas- (4)

For the case of encoding into a subsystem this necessary and
sufficient condition is modified as follows: Let |i)® |k) de-
note a basis for the subspace C®D. Then Kribs and co-
workers [27,28] showed a necessary condition [9,10] for the
quantum error correcting given by

(| ® KDELE(|j) @ 1)) = 8 iy p - (5)

That this condition is also sufficient has recently also been
shown by Nielsen and Poulin [31]. As noted in [27,28], a
code constructed from the subsystem operator quantum
error-correcting criteria can always be used to construct a
subspace code which satisfies the subspace criteria Eq. (4).
We note, however, that while this implies that the notion of
using subsystems for quantum error correction does not lead
to new quantum error-correcting codes above and beyond
subspace encodings, the codes constructed which exploit the
subsystem structure have error recovery routines which are
distinct from those which arise when encoding into a sub-
space. In particular, when one encodes into a subsystem, the
recovery routine does not need to fix errors which occur on
other subsystems. Below we will present examples of sub-
system encodings in which the subsystem structure of the
encoding is essential not for the existence of the quantum
error-correcting properties, but it is essential for the simple
recovery routine we present.

IV. TWO-DIMENSIONAL OPERATOR QUANTUM
ERROR-CORRECTING SUBSYSTEM

Here we construct an operator quantum error-correcting
subsystem for a code which lives on a two-dimensional
square lattice. This code makes explicit use of the subsystem
structure in its error recovery procedure. A familiarity with
the stabilizer formalism for quantum error-correcting codes
is assumed (see [32,33] for overviews.)

A. Preliminary definitions

Consider a square lattice of size n X n with qubits located
at the vertices of this lattice. Let O, ; denote the operator O
acting on the qubit located at the ith row and jth column of
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FIG. 1. Above we have represented elements of the 7. Each set
of operators enclosed in a rectangle represents a Pauli operator act-
ing on the particular qubits tensored with the identity on all other
qubits. Each of the operators enclosed in the dotted rectangles are
elements of 7.

this lattice tensored with identity on all other qubits. Recall
that the Pauli operators on a single qubit are

[0 1} , {0 —1} [1 0}
X= . iY= , and Z= . (6)
10 1 0 0 -1

It is convenient to use a compact notation to denote Pauli
operators on our 1> qubits by using two n? bit strings,

n n Xi,j ]f al"j: 1 and bi,j:O
P(a,b) =[] szjzzf’zj/: 11z, ifa,;=0andb;;=1,
L=l =1 - lYl,j if ai’j = 1 and bi,j = 1

()

where a,b Zgz are n by n matrices of bits. Together with a
phase, i®, ¢ € Z,, a generic element of the Pauli group on our
n® qubits is given by i?P(a,b). We will often refer to a Pauli
operator as being made up of X and Z operators, noting that
when both appear, the actual Pauli operator is the iY opera-
tor.

We begin by defining three sets of operators which are
essential to understanding the subsystem structure of our qu-
bits. Each of these sets will be made up of Pauli operators.

The first set of Pauli operators which will concern us, 7, is
made up of Pauli operators which have an even number of
X;; operators in each column and an even number of Z ;
operators in each row:

T: (— l)¢P(a,b)|¢ S ZZ’®ai,j:O’ and ®bi,j:O .
i=1 j=1

(8)

where @ denotes the binary exclusive-or operation (we use it
interchangeably with the direct sum operation with context
distinguishing the two uses.) Note that these operators form a
group under multiplication. This group can be generated by
nearest neighbor operators on our cubic lattice

T=X; Xis1,s2;iZjjs1, VI E€E Ly, ELy). )

Examples of elements of the group 7 are diagrammed in
Fig. 1.
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FIG. 2. A nontrivial element of the group S. This element has an
even number of columns which are entirely X operators multiplied
by an even number of rows which are entirely Y operators. Notice
how the Y elements appear where both of these conditions are met.

The second set of Pauli operators we will be interested in
is a subset of 7, which we denote S. S consists of Pauli
operators which are made up of an even number of rows
consisting entirely of X operators and an even number of
columns consisting entirely of Z operators,

S= P(a,b)|@< ai,]'>=07@(/\bi,j>=0 (10)
i=1\j=1 " j=1\i=1
where A is the binary and operation. S is also a group. In fact
it is an Abelian subgroup of 7. Further, all of the elements of
S commute not just with each other, but with all of the ele-
ments of 7. It can be generated by nearest row and column

operators,
n n
S= HXj,inH,i’H Zi,jZi,j+1’ Vj S Zn—l : (11)
i=1 i=1

These generators will be particularly important to us, so we
will denote them by

n n
S?(= H X;jXiv1), and SJZ= H Zi i js- (12)
j=1 i=1

S is a stabilizer group familiar from the standard theory of
quantum error-correcting codes. An example of an element
in S is given in Fig. 2

The final set of operators which we will consider, £, is
similar to S except that the evenness condition becomes an
oddness condition,

ﬁ:{(— 1)¢P(a,b)|¢€zz,,e’;(;a'lj> = I,Gr;</n\bi,j> =1}.

i=1\j=1 Jj=1\i=1
(13)
This set does not by itself form a group, but together with S
it does form a group. This combined group is not Abelian. £

has the property that all of its elements commute with those
of 7 and S. A nontrivial element of £ is given in Fig. 3.

B. Subsystem structure

We will now elucidate how 7, S, and L are related to a

. )
subsystem structure on our n”> qubits. Let H=(C?)"" denote
the Hilbert space of our n? qubits.
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FIG. 3. A nontrivial element of the set £. This element has an
odd number of columns which are entirely X operators multiplied
by an odd number of rows which are entirely Y operators. It repre-
sents an encoded Y operator on the encoded qubit as described in
Sec. IV D.

We first note that since S consists of a set of mutually
commuting observables, we can use these observables to la-
bel subspaces of H. In particular, we can label these sub-
spaces by the 2(n— 1)+ 1-valued eigenvalues of the S¥ and 57
operators. Let us denote these eigenvalues by sf( and siz, re-
spectively, and the length n—1 string of these +1 eigenvalues
by s* and s%. We can thus decompose H into subspaces as

H= & Hyxz= ® Hxz. (14)

X SX‘SZ

X z .z _
SYat Sy ST s, =]

By standard arguments in the stabilizer formalism, each of
. . . 2
the Hx ;, subspaces is of the dimension d=2" =201 Just for

completeness, we note that the operators S} and % act under
this decomposition as

1

X X
S' = & Si 12)12—2()1—1),
X YZ

S,-Z= ® Sl-lenz—Z(n—l). (15)

s¥.s7

Now examine the two groups 7 and the group generated
by elements of £ and S. Both of these groups are non-
Abelian. All of the elements of 7 and £ commute with ele-
ments of S. Further, all of the elements of 7 and £ commute
with each other. This implies, via Schur’s lemma [34,35],
that £ and 7 must be represented on Hx z by a subsystem
action. In particular, the full Hilbert space splits as

H: @ HZ;(YZ®H€XYZ’ (16)
Xz o
such that operators from 7 € 7 act on the first tensor product
T=9 TxzeL, VTET, (17)
YX,SZ

and the operators from L € £ act on the second tensor prod-
uct
L= 9 Lu-1»®Lxz VLEL. (18)

X%

. . . 2
Here we have assigned dimensions 2”~1" and 2 to these
tensor product spaces. To see why these dimensionalities
arise we will appeal to the stabilizer formalism. We note that
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modulo the stabilizer structure of S, £ is a single encoded
qubit. Similarly if one examines the following set of (n
—1)? operators from 7:

J
Zi,j = Zi,jZi,j+l> Xi,j = ]!_[1 Xi,an—l,k» (19)
where i € 7,,_,,j € Z,_;, one finds that modulo the stabilizer
they are equivalent to (n—1)? encoded Pauli operators.

The subsystem code we now })ropose encodes a single
qubit into the Hilbert space M , with sf=sf=+1, Vi
€ 7,_; (choices with other +1 choices form an equivalent
code in the same way that stabilizer codes can be chosen for
different stabilizer generator eigenvalues.) The code we pro-
pose thus encodes one qubit of quantum information into a
subsystem of the n> “bare” qubits. We stress that the encod-
ing we perform is truly a subsystem encoding: we do not
care what the state of the HSTX’SZ subsystem is. For simplicity
it may be possible to begin by encoding into a subspace
which includes our particular subsystem (i.e., by fixing the
state on HSTX’SZ) but this encoding is not necessary and indeed,
after our recover routine for the information encoded into
foysz, we will not know the state of the H?Sz subsystem.

We will denote the Hilbert space fo 2z with sl}-( =sf-( =+1,
. c ’
Vie Zn—l by HSX:.YZ={+]}”_I'

C. Subsystem error-correcting procedure

.clf we encode quantum information into the subsystem
HSX=sZ={+]}"*1’ then what sort of error-correcting properties

does this encoding result in? We will see that the S operators
can be used to perform an error correcting procedure which
restores the information on HfX:SZ: -t but which often
acts nontrivially on the subsystem H5X=SZ={ IR This exploi-
tation of the subsystem structure in the correction procedure
is what distinguishes our subsystem operator quantum error-
correcting code from standard subspace quantum error-
correcting codes.

Suppose that a Pauli error P(a,b) occurs on our system.
For a Pauli operator P(a,b), define the following error
strings:

n n
efa)=®a;;, filb)=@b,;. (20)
i=1 Jj=1
Notice that if e;=f;=0, Vi, j, then this implies that P(a,b) is
in the set 7. Further note that in this case, the effect of
P(a,b) is to only act on the H?x,sz subsystems, i.e., P(a,b) is
a block diagonal under our subsystem decomposition, Eq.
(16), acting as

P(a,b)= @ E‘,‘Xysz(a,b) ® I, (21)
X

S48
where Ex z(a,b) is a nontrivial operator depending on the
subspace labels s*, s%, and the type of Pauli error (a,b).
Therefore errors of this form (e;=f;=0) do not cause errors
on our information encoded in fo=s2={ s With respect to
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the errors of this form, the information is encoded into a
noiseless subsystem [18].

Returning now to the case of a general P(a,b), from the
above argument we see that if we can apply a Pauli operator
O(c,d) such that Q(c,d)P(a,b) is a new error, call it
R(a’,b'), which has error strings ejf(a’)zfi’(b’):O, Y i,j,
then we will have a procedure for fixing the error P(a,b),
modulo the subsystem structure of our encoded quantum in-
formation. In other words, our error-correcting procedure
need not result in producing the identity action on the sub-
space labeled by sf:s?: +1, VieZ,_;, but need only pro-
duce the identity action on the subsystem H.YX:SZ={+1}H-1' We

can perform just such a procedure by using the elements of S
as a syndrome for which errors of small enough size can be
corrected.

To see how this works, suppose P(a,b) occurs on our
system. Then note that measuring Sf( is equivalent to deter-
mining

n

@ (bi; ® by j) = filb) © fisi(b),

J=1

(22)

and similarly measuring SJZ is equivalent to determining

n

53 (a;; ® a;j41) =ejla) @ e;yy(a). (23)

Note that all 2(n—1) of these measurements can be per-
formed simultaneously since the elements of S all commute
with each other. We wish to use these measurement out-
comes to restore the system to e;(a)=f;(b)=0 (if possible).

To see how to do this, treat the f;(b) as a n bit codeword
for a simple redundancy code [i.e., the two codewords are
fi(b)=0, Vi and f,(b)=1, V i]. A similar procedure will hold
for the e;(b). Measuring the n—1 operators Sf‘ is equivalent
to measuring the syndrome of our redundancy code. In par-
ticular, we can use this syndrome to apply an error-correcting
procedure for the f;(b) bit strings. The result of this correc-
tion procedure is to restore the system to either the codeword
fi(b)=0, ¥ i or the codeword f;(b)=1, V i. The former cor-
responds to an error correction procedure which can succeed
[given that an equivalent procedure for the e;(a) bit strings
also succeeds], whereas the latter procedure is one where the
error-correction procedure will fail. Notice that our error-
correcting procedure, when it succeeds, is only guaranteed to
restore the system to f;(b)=0 and e;(h)=0, and thus the full
effect of the procedure may be to apply some nontrivial op-
erator to the HSTX’SZ subsystems.

Let us be more detailed in describing the error-correcting
procedure for the f;(b) code words. Let s} be the result of our
measurements of the S} operators. Given the s} we can con-
struct two possible bit strings f; and —f; (- denotes the
negation operation) consistent with these measurements. Let
H(f') and H(—f") denote the Hamming weight of these bit
strings [i.e., H(f") is the number of 1s, in the n bits f;] and
define f” to be the bit string f’ or —f" with the smallest
Hamming weight. We now apply an operation consisting
only of Z; ; operators. In particular, we apply the operator
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o =I1z"", (24)
i=1

for any fixed column index ji. The operator Q,(f")P(a,b) is
then seen to be of one of two forms: either this new operator
has the Z error string equal to all zeros or all ones. In the first
case we have successfully restored the system to the all
fi(b)=0 codeword, whereas for the second case, we have
failed. How many Z errors can be corrected in this fashion?
If P(a,b) consisted of Z errors b with an error string f;(b)
with a Hamming weight of this string H(f) which is less than
or equal to [(n—1)/2], then the correction procedure will suc-
ceed. Thus the code we have constructed is a [1n2,n,1] code:
it encodes a single qubit into n?> qubits and has a distance 7.

Above we have focused on the case of Pauli Z errors.
Clearly an analogous argument holds for Pauli X errors (with
the role of the rows and columns reversed.) Further, Pauli Y
errors are taken care of by the combined action of these two
procedures. By the standard arguments of digitizing errors in
quantum error-correcting codes, we have thus shown how
our operator quantum error-correcting subsystem code can
correct up to [(n—1)/2] arbitrary single qubit errors.

D. Logical operators

We comment here on the logical operators (operators
which act on the encoded subsystem) for this code. From our
analysis of the subsystem structure, it is clear that elements
of L act on the subsystem. Thus, for instance, the effect of a
row of Pauli X operators is to enact an encoded Pauli X
operation on the coded subsystem. We can choose a labeling
of the subsystem such that

n
)?=HX1J= @ Iz('l-')z@X, (25)
j=1

X%

while in the same basis the effect of a column of Pauli Z
operators is to enact and an encoded Pauli Z on the coded
subsystem,

n
Z:HZi,I: D [2(n—l)2®Z. (26)
X Z

i=1 58

These two operators can then be used to enact any Pauli
operator on the encoded quantum information. Notice that
other elements of £ also act as encoded Pauli operators on
foqlz{ . (but act with differing signs on the other s%, s*

labeled subspaces.) An important property of these logical
operators is that they can be enacted by performing single
qubit operators and no coupling between the different qubits
is needed. This is important because it will allow us to as-
sume an independent error model for errors which occur
when we imprecisely implement these gates on our encoded
quantum information. Not only can the above construction
be used to implement the Pauli operators on our subsystem
code, it can also be used to measure the Pauli operators on
our subsystem code.

Another easily implementable operation on our code is a
logical controlled NOT operation. Suppose we take two iden-
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tically sized two-dimensional codes and stack them on top of
each other. Then the application of a transverse controlled
NOT operator between all n” of these two systems will enact
a logical controlled NOT operator between the two encoded
qubits. To see this note that if we treat the elements of the set
S as a stabilizer code, then these transverse operators pre-
serve the combined stabilizer S X S and that the action of the
n* controlled NOT gates do not mix the £X £ and 7XT
operators.

Gottesman [15,32] has shown that given the ability to
measure and apply the encoded Pauli operators along with
the ability to perform a controlled NOT operation on a stabi-
lizer code, one can perform any encoded operation which is
in the normalizer of the Pauli group (i.e., the gate set relevant
to the Gottesman-Knill theorem [32]).

We have seen how to implement encoded Pauli operators
and the controlled NOT operation on the information encoded
into our subsystem. These operations do not allow for uni-
versal quantum computation, so an important open question
for our subsystem code is to find an easily implementable
method for completing this gateset to a universal set of gates.

E. Hamiltonian model of the two-dimensional subsystem
code

An interesting offshoot of the above two-dimensional op-
erator quantum error-correcting subsystem is the analysis of
a particularly simple Hamiltonian whose ground state has a
degeneracy which corresponds to the subsystem code. We
introduce this Hamiltonian here in order to make our analysis
of a similar Hamiltonian for our three-dimensional sub-
system code more transparent. The Hamiltonian is given by
nearest neighbor interactions constructed entirely from op-
erators in the set 7,

n n-1

H=-\2 > (ZijZ; jur + X} i Xji1,0)- (27)
i=1 j=1

Since H is constructed entirely from elements of 7, this
Hamiltonian can be decomposed as
H= ® Hxz®I,. (28)

sX,sZ

To understand the exact nature of this Hamiltonian, we
would need to diagonalize each of the Hx z. What can be
said, however, is that the ground state of the system will arise
as the ground state of one or more of the Hx z (numerical
diagonalization of systems with a few qubits show that the
ground state comes from only the le =siZ =+1 subsystem and
we conjecture that this subspace always contains the ground
state.) If k of the Hx z contribute to the ground state, the
degeneracy of the ground state will be 2k due to the sub-
system corresponding to the £ operators. Thus we see that
we can encode quantum information into the subsystem de-
generacy of this Hamiltonian, in the similar manner that in-
formation is encoded into the ground state of a Hamiltonian
related to the toric code [16,36,37].

Indeed, Dougot and collaborators [38] have studied the
Hamiltonian, Eq. (27), and suggested that it might possibly
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allow for the robust storage of quantum information in its
ground state. These authors discuss the symmetries we have
described above for the model, but they do not make the
connection of these symmetries to a subsystem error correct-
ing code. Recently, however, Dorier and collaborators [39]
have given strong numerical evidence that this system has a
vanishing gap between the ground state and excited states of
this system. This suggests that only for small size systems
will there be any benefit in encoding quantum information
into the ground state of this system a la toric code
[16,36,37].

In Sec. VI we will return to introduce a similar Hamil-
tonian for our three-dimensional operator quantum error-
correcting subsystem.

V. THREE-DIMENSIONAL OPERATOR QUANTUM-
ERROR CORRECTING SUBSYSTEM

We now turn to a three-dimensional operator quantum
error-correcting subsystem which is a generalization of the
two-dimensional subsystem code we presented above. In par-
ticular, whereas the construction for the two-dimensional
model relied on the structure of 7 containing Pauli operators
with an even number of Pauli Z’s in a row and an even
number of Pauli X’s in a column, in the three-dimensional
case we rely on a new set of operators with an even number
of Pauli Z’s in the yz plane and an even number of Pauli X’s
in the xy plane.

Consider a cubic lattice of size n X nXn with qubits lo-
cated at the vertices of this lattice and let n be odd. Let O; ;¢
denote the operator O acting on the qubit located at the
(i,j,k)th lattice site tensored with identity on all other qubits.
We again use a compact notation to denote the Pauli operator
on our 1’ qubits by using two n? bit strings,

n
I1 Xzt

P(a,b) =
i k=1
n Xi,j,k if a,»,j,k =1 and bi,j,k =0
= H Zi,j,k if ai’j’k= 0 and bi,j,k= 1 N
i,j,k=1

- iYi,j,k lf ai‘j,k= 1 and bi,j,k= 1
(29)

where a,b € Zg3 are n by n by n arrays of bits.

As in the two-dimensional case, we will define three sets
of operators, 73, S;, and £3 which are essential to under-
standing the subsystem structure of our qubits.

The first set of Pauli operators which will concern us, 73,
is made up of Pauli operators which have an even number of
X j operators in each xy plane and an even number of Z; ; ;
operators in each yz plane:

75:{(— 1)¢P(a,b)|¢€ Zz, @ a,-,j,k=0,
.

L]=

n
and @ bi,j,k = 0} . (30)
k=1

These operators, like the analogous two-dimensional 7 form

PHYSICAL REVIEW A 73, 012340 (2006)

a group under multiplication. This group can be generated by
nearest neighbor operators on our cubic lattice

Ty = Xii ;X1 i p Xk jXigr1 o Zi i j ket Zi o j i 1 o
Vi, j€EZL, k€L, ) (31)
The second set of the Pauli operators that we will be
interested in is a subset of 73, which we denote S;. S; con-
sists of Pauli operators which are made up of an even num-

ber of xy planes made entirely of Pauli Z operators and an
even number of yz planes made entirely of Pauli X operators:

n n n n
S3={P(Cl,b)|€9( A ai,j,k>=0,€B< A bi,j,k>:0}'
i=1\j,k=1 k=1\ij=1

(32)

S; is an Abelian subgroup of 73 and all of the elements of S
commute with all of the elements of 73. It can be generated
by nearest xy-plane and yz-plane operators:

n n
S;=\ 11 XijaXiig+1s I1 ZiiiZisrijp VK E Ly
ij=1 ij=1
(33)
We label these generators, as before:
n n
SX: H Xi,j,kXi,j,k’ and SlZ: H Zi,j,kZi+l,j,k' (34)
ij=1 jk=1

S5 is again a stabilizer group.

The final set of operators which we will consider, L5, is
similar to S; except that the evenness condition becomes an
oddness condition

n n
£3={(— 1)¢P(a,b)|¢€Z2,@( A ai’j’k> =1,
i J.k=1

i=

©® ( A bi,j,k) = 1} . (35)
k=1\i,j=1

L5 together with S3 forms a group and all of the elements of
L3 commute with those of 73.

A. Subsystem structure

All three of the sets, 73, S3, and L3 will play a directly
analogous role to the sets 7, S, and £ in our two-dimensional
model. In particular if we let H denote the Hilbert space of
our n® qubits, then we can partition this space into subspaces
labeled by the 2(n—1) different +1 eigenvalues of the opera-
tors S} and S% of Eq. (34). Again we will label these eigen-
values by s} and 57, with s* and s labeling these strings. The
Hilbert space of the system then decomposes as

H= ® Hyxz= ® Hxz. (36)

X VA zZ SX‘SZ

X -
ST Sy ST 8 =]

Again, the Hx z subspaces have a tensor product structure,
Hexz=H x z®H x 7 such that elements of L3 act as
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L = & [2n3—2n+1 & LSX,XZ’ V L S £3, (37)

sX,sZ
and those of 73 act as

T=0 Txz®L, VTET. (38)

X%

B. Subsystem quantum error-correcting procedure

The subsystem error-correcting procedure for the three-
dimensional code nearly directly mimics that of the two-
dimensional code. Here we discuss how the subsystem error-
correcting procedure works without going into the details as
we did in the two-dimensional case. The three-dimensional
procedure is nearly identical to that of the two-dimensional
procedure with the sets 7, S, and £ interchanged with the
sets 73, Sz, and L3, respectively.

We will again encode our quantum information into the
foqzz{”}n_l subsystem. Whereas for the two-dimensional

code we defined error strings for the rows and column con-
ditions of the set 7, now we define error strings for the xy
and yz-plane conditions of the set 7;. If the Pauli error
P(a,b) occurs on our system, then we can define the two
error strings

ek(a) =& ai,f,k and fl(b) = & bi,j,k' (39)
ij=1 " Jik=1

Pauli errors with e (a)=f;(b)=0 are errors from 73 and act

.. . : . c
trivially on the information encoded into the H x_7_ , sub-
CkTUi T

system.

The quantum error-correction procedure is then directly
analogous to the one for the two-dimensional code. We mea-
sure the s and sZ operators and treat these as nearest neigh-
bor parity checks for a redundancy code on the f;(b) and
e;(a), respectively. Then in direct analogy with the two-
dimensional code, we can apply a subsystem error-correcting
procedure that restores the system modulo the subsystem
structure. The three-dimensional code is a [n?,n,1] code. We
have thus gained nothing in terms of the distance of the code,
but, as we will argue in the next section, the three-
dimensional code when converted to a Hamiltonian whose
ground state is the subsystem code has intriguing features not
found in the two-dimensional code.

C. Logical operators

The logical operators for the three-dimensional code are
directly analogous to those in the two-dimensional code. As
in the two-dimensional code, operators from L5 can be used
to enact Pauli operators on the information encoded into the
Hff:.;gz:+1 subsystem. Similarly, we can enact a controlled

NOT operation between two encoded qubits by performing n*
controlled NOT gates between two identical copies of the
code. This allows us to again perform any operation in the
normalizer of the Pauli group on our encoded qubits.
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VI. SELF-CORRECTION IN THE THREE-DIMENSIONAL
EXAMPLE

In the 1930s, when Alan Turing wrote his papers [40,41]
laying out the foundations of computer science, there was
absolutely no reason to believe that any computing device
such as the one described by Turing could actually be built.
One of the foremost problems, immediately apparent to the
engineers of the day, was the lack of reliable components out
of which a computer could be built. Von Neumann solved
this problem, in theory, by showing that robust encoding of
the classical information could be used to overcome errors
and faulty components in a computer [42]. Despite Von Neu-
mann’s theoretical ideas, it took the invention of the transis-
tor and the integrated circuit, to mention only the broadest
innovations, in order to bring forth the technological move-
ment now known as the computer revolution. The overarch-
ing result of the technological innovations responsible for the
computer revolution was the development of techniques
which exhibited Von Neumann’s theoretical ideas in a natu-
ral setting. Modern computers naturally correct errors in
both the storage and manipulation of classical information.
The task of robust storage and manipulation of the data is
essentially guaranteed by the physics of these devices. There
are distinct physical reasons why robust storage and ma-
nipulation of classical information is possible.

If there are distinct physical reasons why robust storage
and manipulation of classical information is possible, an ob-
vious question to ask in the quantum information sciences is
whether we can mimic these effects in the quantum domain.
Do there exist, or can we engineer, physical systems whose
physics ensure that the robust storage and manipulation of
quantum information is possible? In this section, we will
present evidence, in the form of a mean field argument, that
a Hamiltonian related to the three-dimensional subsystem
code might exactly be this type of system.

A. Self-correcting quantum memories

The traditional approach to building a robust fault-tolerant
quantum computer imagines building the computer using a
complex microarchitecture of quantum error-correcting fault-
tolerant procedures. This poses a severe technological over-
head of controlling thousands of qubits in a complex manner,
simply to get a single robust qubit. Kitaev [16,43] suggested
that an alternative, less complex, method to constructing a
fault-tolerant quantum computer might be possible. Kitaev
showed that there exists a quantum error-correcting code, the
toric code, which is the degenerate ground state of a certain
four-body spatially local Hamiltonian on a two-dimensional
lattice of qubits. Kitaev imagined encoding quantum infor-
mation into the ground state of this system and then, because
there is an energy gap between the ground state of this sys-
tem and the first excited state and because the errors which
will destroy quantum information consist of errors which
scale like the size of the lattice, this quantum information
would be protected from decoherence due to the environ-
ment as long as the temperature of the environment was suf-
ficiently low.
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It is important to note that the Hamiltonian implementa-
tion of Kitaev’s toric code (by which we mean encoding
information into a physical system governed by the four-
body Hamiltonian associated with the toric code), while pro-
viding a mechanism for the robust storage of quantum infor-
mation, does not provide a full fault-tolerant method for
quantum computation. The reason for this is that during the
implementation of the physical processes which manipulate
the information encoded into the ground state of the system,
real excitations will be created which will disorder the sys-
tem. This distinction has been confused in a manner because
the toric codes can be used to construct a fault-tolerant quan-
tum computer, but only with the aid of the external quantum
control which serves to identify and correct errors which
occur during the manipulation of the information encoded
into the system (see, for example, [36]).

The idea of a self-correcting quantum memory is to over-
come the limitations of Kitaev’s original model by construct-
ing a physical system whose energy levels not only corre-
spond to a quantum error-correcting code (in our case a
subsystem code), but which also uses the energetics of this
system to actively correct real errors created when the quan-
tum information is being manipulated. Thus, while in the
toric codes, a single real error on the system can create ex-
citations which can disorder the system, in a self-correcting
system, a single real error on the system cannot disorder the
system.

In order to explain the distinction of a self-correcting
memory from the original toric code we will compare the
situation to that of the one-dimensional and two-dimensional
classical ferromagnetic Ising model. These models will be
analogous to the toric code Hamiltonian model and a self-
correcting Hamiltonian model, respectively.

Recall that in a ferromagnetic Ising model one takes a
lattice of classical spins and these are coupled by Ising inter-
actions between the neighboring spins via a Hamiltonian

Hz—lz $i85, (40)
2ij)

where s; € {1} are the spin variables, the sum (i,j) is over
neighbors in the lattice, and J>0. Notice that the ground
state of this Hamiltonian corresponds to the uniform states
s;i=+1,V iors;=—1,V i. These, of course, are also the two
codewords for a classical redundancy code. Thus we can
imagine that we encode classical information into the ground
state of this Hamiltonian in direct analogy to the way in
which information (but quantum this time) is encoded into
the ground state of the toric code. Errors on the Ising codes
are just bit flips. From hereon in when we refer to the Ising
model we will implicitly be discussing the ferromagnetic
Ising model.

Recall some basic properties of the one- and two-
dimensional Ising models (see, for example [44]). We begin
by discussing the thermal equilibrium values of the total
magnetization,

M=2s, (41)

of these models. In one dimension, for any 7>0, the total
magnetization of the Ising model vanishes in thermal equi-
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librium, whereas for the two-dimensional Ising model, the
magnetization is zero above some critical temperature 7. and
below this temperature, two magnetizations of equal magni-
tude and opposite signs are maintained. Since the magneti-
zation is a measure of the information recorded in the redun-
dancy code, we see that if we encode information into the
ground state of the one-dimensional Ising model and this
system is allowed to reach thermal equilibrium, then this
information will be destroyed. On the other hand, for the
two-dimensional Ising model, if we encode information into
the ground state and the system is below the critical tempera-
ture T, then this information will be maintained. Above T,
like the one-dimensional Ising model, the information will be
destroyed. From the point of view of storing the information
in the thermal states of these models, the two-dimensional
Ising model is a robust medium, but the one-dimensional
Ising model is not.

But what about the properties of the Ising models on the
way to reaching equilibrium (i.e., during the time evolution
with the environment)? In the one-dimensional case we find
that the system will generically (depending on the exact
method of relaxation) take a time which is suppressed like a
Boltzman factor ¢™/7. Thus at low enough temperature, we
can encode information into the ground state of the one-
dimensional Ising model and it will be protected for a long
time. While the scaling of this decay rate is favorable in the
temperature 7, this type of approach is different from what is
done in standard error corrections where a larger redundancy
can be used to overcome errors without changing the error
rate (as long as that error rate is below the threshold for the
error-correcting code.)

What happens for the time evolution of a two-dimensional
Ising model? If we start the system in one of the redundancy
code states, then far below 7, the system will relax quickly
to the closest of the two equilibrium states with a large total
magnetization. As we raise the temperature closer to 7., this
relaxation will slow down. Above 7, the picture is similar to
that of the one-dimensional Ising model that if we are close
to T,, then the relaxation to vanishing magnetization is sup-
pressed like ¢=//(T=Te),

What are the main reasons for the differences in the abil-
ity to store information in the one- and two-dimensional
Ising models? A rough heuristic of what is happening is that
in the two-dimensional Ising model, the errors self-correct
[45]. Consider starting the one-dimensional Ising model in
the all s;=+1 state. Now flip one of the spins at the end of
the chain. This will cost an energy J. Flipping the neighbor
of this spin will then cost no energy. Proceeding along the
chain in this manner one sees that one can expend energy J
to turn the system from the codeword all in s;=+1 states to
the all s;=—1 state. Thus the environment need only supply
this energy to disorder the system. However, in the two-
dimensional Ising model, something different happens. Sup-
pose again that we start in the all s;=+1 state. Here if we flip
a single spin (say on the boundary of the lattice) then the
energy required to flip this spin is J times the number of
bonds this spin has with its neighbors. Now flipping a neigh-
bor will cost energy: in the two-dimensional model the en-
ergy cost of flipping a connected domain of spins is propor-
tional to the perimeter of this domain. Since to get from the
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all s;=+1 codeword to the all s;=—1 codeword we need to
build a domain of the size of the entire lattice, we see that we
will require at least an energy times the size of the lattice to
disorder the system. Now suppose that errors are happening
at some rate to all of the spins in the Ising models. In the
one-dimensional model, once one creates a single error, there
is no energy barrier to disordering the system. In the two-
dimensional model, however, there is now an energy barrier.
In particular, the system coupled to its environment will not
only cause errors, but will also cause errors to be corrected
by shrinking the domains of flipped errors. As long as the
error rate is not too strong (which corresponds loosely to
being below the critical temperature T.) the pathways that fix
the error will dominate the actual creation of errors.

Thus we see that a two-dimensional Ising model operating
below the critical temperature is performing a classical error
correction on information stored in a redundancy code. In the
one-dimensional Ising model and in the two-dimensional
Ising model above the critical temperature, there is suppres-
sion due to a Boltzmann factor, but there is no self-correction
(or the self-correction is not fast enough) and the information
stored in the redundancy code is destroyed.

The two-dimensional anyon models of topological quan-
tum computing and variations [16,36-39,43,46-57], includ-
ing Kitaev’s toric model, all share the property with the one-
dimensional Ising model that the system can disorder using
only an energy proportional to the gap in the Hamiltonian.
(The models in [53] contain errors similar to those in the
two-dimensional Ising model for certain types of quantum
errors, but not for both phase and bit flip errors.) This can
provide protection via an exponential suppression due to a
Boltzmann factor, but this does not provide indefinite correc-
tion. The idea of a self-correcting quantum memory, however
is to mimic the two-dimensional Ising model. In particular,
below a critical temperature, quantum information stored in
the system should persist even when the system is in thermal
equilibrium and further the system should have a mechanism
whereby real errors are corrected by the energetics of the
system faster than when the real errors occur when operating
below the critical temperature.

Finally, we note that there is one system which is widely
suspected to be a self-correcting quantum memory. This is a
version of the toric code on a four-dimensional lattice [36].
The problem with this model is that it exists in four dimen-
sions and that it requires greater than two-qubit interactions
in order to implement and is therefore not realistic for prac-
tical implementations. Our original motivation for consider-
ing the subsystem codes presented in this paper was to obtain
a self-correcting system in the realistic setting of three or
lower dimensions and using two-qubit interactions.

B. The three-dimensional Hamiltonian

Next we turn our attention to a system which may be a
self-correcting quantum memory. We provide evidence for
this by showing that in a mean field approximation this
Hamiltonian has properties for the expectation value of its
energy which is similar to the energetics of the two-
dimensional Ising model.
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Consider the following Hamiltonian on a cubic lattice of
qubits constructed exclusively from elements of 73,

n n—1

H=-\2 X Ko X1+ Xig jXi g1
ij=1 k=1

+Zi g i Zigerj+ ZijaZij ) s (42)

with N>0. This Hamiltonian consists of Ising couplings
along the direction x in the xy plane and along the direction
z in the yz plane. As in the two-dimensional Hamiltonian,
Eq. (27), we can use the fact that H is a sum of operators
from 75 to block diagonalize H with respect to the subsystem
structure of our three-dimensional operator quantum error
correcting subsystem:

H= & Hxz®I,. (43)

X ,sZ

Information can then be encoded into the I, subsystem. We
would like to show that if we perform such an encoding, then
the information stored in this subsystem will be protected
from the effect of general quantum errors in a manner similar
to that of the two-dimensional Ising model.

C. The mean field argument

Ignore for the moment the boundary conditions for the
Hamiltonian and suppose that the ground state of Eq. (42)
has the following properties for the expectation values of the
Ising bonds in the system:

(Xii, i Xir1,0,0G = Cxxs
(Xik i Xi k1,06 = Cxys
(ZijiZigs1,,0G = Czy»

(Zij4Zijxs1)G = Crzv (44)

where c,5>0. In such a phase, the ground state energy is
given by

Eg=(H)g=—\n*(n—1)(c, + Coy+Cpytcy).  (45)

Now consider the effect of a single Pauli error on a single
qubit in the lattice (assume this is away from the boundary).
For example, consider a Pauli X error. Using the fact that X
commutes with Ising bonds oriented along the x direction but
anticommutes with Ising bonds oriented along the z direc-
tion, it then follows that expectation value of the energy of
the system changes to

E|=(H);=Eg+2N(c,y+c,+cp +Cyy), (46)

where we have separated out each term arising from each of
the four z direction Ising bonds that connect to the lattice site
where the X error has occurred. Thus we see that a single bit
flip error on the ground state will cause the expectation value
of the energy to increase. Now consider the effect of apply-
ing a second Pauli X error which is a nearest neighbor to the
original spin in the same yz plane. Now the Ising bond be-
tween these two errors does not contribute to the change in
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the expectation value of the ground state, but all of the z
direction Ising bonds around the perimeters of the two
flipped spins do contribute. Thus, for example, if the spins
are neighbors along the y direction, the expectation value of
the energy of this state is

E2 = <H>2 = EG + 2)\(26'0, + 4CZZ) . (47)

Generalizing the above argument we see that a connected
domain of Pauli X errors in an yz plane will result in an
energy increase proportional to the perimeter of the domain.
A similar argument will hold for Pauli Z errors in an xy
plane, but now the Ising bonds along the x direction will
contribute to the change in expectation value, and those
along the z will not contribute.

Suppose that a general error P(a,b) occurs on the ground
state of H. Then in each plane yz plane the part of the error
coming from a will produce excitations whose expectation of
the energy scales like the perimeter of domains of errors in a
and similarly for each xy plane, but now for the b component
of the errors. From this argument we see that, at least for the
expectation value of the energy, the system looks very simi-
lar to the two-dimensional Ising model. But now instead of
only bit flip errors, more general quantum errors produce
changes in the energy of the system that are proportional to
the perimeter of the erred domain. Thus we argue that this
provides evidence that the model we have presented will be
self-correcting. For the same reasons that the two-
dimensional Ising model will not disorder the classical infor-
mation stored in a redundancy code [i.e., since our errors
require (expected) energy proportional to the perimeter of the
erred domain] we expect that the quantum information stored
in our system will not disorder up to some critical tempera-
ture.

Of course, the evidence we have provided is based on
numerous assumptions arising from our mean field model.
First of all we have ignored boundary conditions. It is pos-
sible that certain edge states could disorder the system. Sec-
ondly we have only made arguments about the expectation
value of the energy after errors have occurred to the ground
state. This does not give us concrete information about the
energy level structure of our Hamiltonian. It could be that
while the expectation value scales like the perimeter, there
are actually error pathways whose energetics are much less
favorable. Third we have assumed the existence of a phase
with the desire expectation values of the bond energies. This
phase may not exist, i.e., it may be that in the thermody-
namic limit, the expectation values all vanish. This would
totally invalidate the mean field argument we have given
above. Given these caveats our mean field argument only
suggests that the system will be self-correcting. Clearly rig-
orously establishing whether our memory is self-correcting is
a challenging open problem.

D. The quantum error-correcting order parameter

In the Ising model, an indication that the information
stored in a redundancy code is still there after thermalization
is the persistence of the total magnetization of the system. In
particular, for the two-dimensional Ising model at a tempera-
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ture between zero and the critical temperature, the magneti-
zation in equilibrium is never exactly equal to its maximal
value, +n”. This is because there are always small domains
of flipped spins due to the interaction of the system with its
environment. However, a magnetization which is different
from zero may be interpreted as a measurement of the ma-
jority vote for the redundancy code in this system. If we are
going to establish that our quantum system is actually self-
correcting, it is important to identify an order parameter for
our system which can be used to reveal the presence of quan-
tum information in our system. This can be done using the
operator quantum error-correcting subsystem properties of
the three-dimensional code.

Suppose we encode quantum information into a quantum
error-correcting code and apply a number of quantum errors
less than the number which the code has been designed to
correct. We know from the theory of quantum error correc-
tion that the encoded information in this system can be re-
covered by the measurement of an appropriate error syn-
drome and the application of the appropriate recovery
procedure. We can use this to construct an order parameter
for any quantum error-correcting code.

A note about the nature of order parameters for quantum
information before we describe this parameter for our three-
dimensional model. In the classical Ising model, we found
that below the critical temperature there was a bifurcation of
the system into two magnetizations of equal and opposite
magnitude. Since the classical information is based upon a
bit, we are not surprised to find that such a bifurcation into
two states happens. Actually, depending on the initial state of
the system before it is thermalized, the thermal state of the
system can be any value between these two extremes. But if
we start our system by encoding into one of the two cod-
estates (the all 1 state) then only the two bifurcated values
will result after thermalization. What is the analogous situa-
tion for quantum information? For quantum information, we
must show not that the bifurcation happens for a bit of en-
coded information but instead for a qubit of encoded infor-
mation. Since a qubit is parametrized by the Bloch-sphere,
one might expect that one needs an order parameter with
similar properties. Such an order parameter can be con-
structed, but we can get away with examining fewer param-
eters in order to show the robustness of the quantum infor-
mation. In particular if we make measurements along the x,
v, and z directions of the quantum information, then because
of the linearity of the density operator we can use this to
show that the information has been preserved. In particular,
we can imagine encoding into one of the eigenstates of Pauli
operators along these directions and looking at this system
after it has thermalized. Notice now that instead of a single
order parameter, we will have three order parameters. In or-
der to demonstrate the self-correcting nature of our three-
dimensional Hamiltonian, we will need to show that the ex-
pectation value of these three order parameters each bifurcate
below some critical temperature.

Consider, now, the active recovery procedure for our
three-dimensional subsystem code. We begin by measuring
the Sf and S,-Z operators. Given these measurements, we can,
as in the active recovery procedure, deduce an appropriate
recovery operator to restore the information originally en-
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coded into a subsystem, modulo the subsystem structure of
the system. If we were to apply this syndrome and measure
the encoded Pauli logical operators for the code (which were
given in Sec. V C) then this would serve as an order param-
eter for our system. We note, however that if we are simply
interested in measuring the Pauli logical operators and not in
fully restoring the information into the original subsystem
encoding, we do not need to actually apply the syndrome.
This is because the syndrome we diagnose will either com-
mute or anticommute with the encoded Pauli operator we
wish to measure. Thus given the syndrome we can, instead of
applying the appropriate recovery operation, simply flip or
not flip the answer we get from measuring the encoded Pauli
operator depending on the exact syndrome measured.

Now we can explicitly describe our order parameters.
Suppose we measure the Sf and S[-Z operators and obtain the
values s} and s and we measure one of the encoded Pauli
operators. Suppose, for example, that this encoded Pauli op-
erator is an encoded X operator which we measure by mea-
suring all of the Pauli X operators in a fixed xy plane. Given
the s; we can deduce whether an even or an odd number of
Pauli Z errors will need to apply to the fixed xy plane to
restore the quantum information in the subsystem (if pos-
sible). If this number is odd, then we simply flip the value of
what we measure for the encoded Pauli X operator and if this
number is even, we do not flip the value for the encoded X
operator. Thus we see that we measure the x directional order
parameter from our system by measuring the Sf and the en-
coded X operator and, as a function of these values, produce
a single number representing the x directional order param-
eter. Similar comments hold for the order parameters along
the other cardinal directions.

VII. CONCLUSION

In this paper we have constructed a class of quantum
error-correcting procedures based upon the notion of encod-
ing quantum information into a subsystem. By encoding into
a subsystem, we were able to demonstrate a recovery routine
that explicitly used the subsystem structure. The three-
dimensional code we constructed was shown to be related to
a three-dimensional spin lattice system which we gave evi-
dence for being a self-correcting quantum memory. We close
by remarking on some open problems for this three-
dimensional system and some thoughts about future direc-
tions for constructing self-correcting quantum systems.

The first open question concerns the implementation of
our model in a physical system. A particularly promising
system for such an implementation is with ultracold atoms
trapped in an optical lattice [58]. Duan, Demler, and Lukin
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[59] showed how to simulate a large class of spin-spin inter-
actions for these systems. An open question is whether their
techniques allow one to implement our three-dimensional an-
isotropic spin-spin Hamiltonian. Of particular concern is the
magnitude of the spin-spin coupling which one can achieve
in these models. This will directly effect the critical tempera-
ture for any self-correction that occurs in the system. A fur-
ther concern for the physical implementation in an optical
lattice is the ability to measure the syndrome operators Sf
and SiZ along with appropriate logical Pauli operators. Finally
one would like to understand how to produce an effective
controlled NOT coupling between two such encoded lattices.
Solutions to all of these problems would allow one to pro-
pose an experiment in which a self-correcting quantum
memory could be demonstrated.

A second open question is, of course, whether our three-
dimensional system is indeed self-correcting?. Noting that
the Hamiltonian for this system does not possess a sign prob-
lem, one approach to verifying this question would proceed
by performing quantum Monte Carlo simulations of this sys-
tem. The order parameters we have described could then be
simulated at finite temperature and evidence for self-
correction could then be examined. Another promising ap-
proach is to use recent ideas in the density matrix renormal-
ization group [60,61] to simulate the thermal properties of
this system.

Another important question is whether one can design a
self-correcting quantum system in two dimensions? This
would be particularly desirable if one wishes to physically
implement the self-correction in a solid state system.

Finally a large open question is what role operator quan-
tum error-correcting subsystem codes can play in quantum
information science? What do other such subsystem codes
look like? Since these codes have important properties due to
the fact that they exploit degenerate quantum codes, can sub-
system codes be used to beat the quantum Hamming bound?
[32] Further, results which relied on showing that there were
no subspace codes with certain properties (for example, as in
[62]) need to be reexamined in light of the existence of op-
erator quantum error-correcting subsystem codes.
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