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A liquid-crystal-based, laser-pulse shaper has been used in combination with an adaptive genetic feedback
algorithm to investigate closed-loop control of intense laser fragmentation of S8 molecules. We observe that the
yield ratios SN

+ :SM
+, for the production of specific charged fragments SN

+ and SM
+, can be enhanced by

�300% relative to those observed using transform-limited 150-fs laser pulses. We have explored the effec-
tiveness of time- and frequency-domain pulse parametrizations while shaping either �i� only the spectral-phase
distribution or �ii� the spectral-phase and amplitude distributions of the light. We find that pulse complexity,
requiring control beyond simple manipulation of the peak pulse intensity and duration, is critical for optimizing
the yield ratios for most species. The “optimum” pulse shapes obtained using different pulse parametrizations
show significant differences while yielding similar signal enhancements. In some cases, comparison of the
different optimum pulse shapes appears to be a useful method for identifying pulse traits that are, or are not,
important for manipulating a particular yield ratio. The importance of specific traits in the optimum pulse
shapes is also explored numerically using principal control analysis. We conclude that closed-loop control can
be effective for optimizing highly nonlinear strong-field processes. However, in general, intensity variations in
a focused laser beam severely limit one’s ability to associate the optimization results with specific dynamical
mechanisms that bear primary responsibility for the control.
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I. INTRODUCTION

When molecules or clusters are subjected to extremely
intense laser fields, both ionization and fragmentation can
occur. In some applications—e.g., mass spectrometry, it is
desirable to produce only the parent molecular ion or specific
charged fragments �1–4�. Not surprisingly, the ionizing la-
ser’s color, intensity, and/or temporal structure can often be
adjusted to manipulate the relative yield into particular frag-
ments. However, due to the complexity of these systems, it is
not generally possible to know a priori the specific laser
characteristics that will maximize the desired yield for a par-
ticular target. Therefore, laser-pulse shapers �5,6� and feed-
back algorithms �7–9� have recently been employed to con-
trol the relative fragmentation yields in large molecules
�10–12�.

Here we report on a recent investigation of closed-loop
control of intense laser ionization and dissociative ionization
of S8 molecules. These crown-shaped sulfur rings provide
interesting targets for control experiments. In particular, they
are atomically homogeneous with high spatial symmetry. In
addition, the ionization potentials �IP’s� of the species, SN
�1�N�8�, are similar, 9.5±1 eV �13�. Thus, there is no
clear “handle” or “knob” for manipulating the branching ra-
tio for photofragmentation into the different ionic channels.
Through these measurements we seek answers to the follow-

ing questions. Can the specific nonperturbative processes
that lead to dissociation and/or ionization in the S8 system
indeed be controlled? Can we use our successes �and fail-
ures� in controlling this system to better understand closed-
loop optimization of strong-field processes in general? How
does one best formulate fitness functions to allow for mod-
erate controllability while finding robust solutions in the
presence of experimental noise �14–16�? What are the ad-
vantages, if any, of using specific laser pulse parametriza-
tions �e.g., time or frequency domain� in an optimization
experiment �9,17�? Should we expect the optimum pulse
shapes to provide physical insight into the fragmentation
mechanism �18–20�?

II. EXPERIMENT

To perform the experiments, sulfur powder is placed in an
open Pyrex beaker in a vacuum chamber with a background
pressure of approximately 10−7 Torr. At room temperature
the sulfur vapor is composed primarily ��80% � of S8 mol-
ecules. The vapor also contains S6 ��15% � and essentially
negligible amounts of other stable sulfur species SN �21�. The
amplified output of a mode-locked Ti:sapphire laser is fo-
cused into the sulfur vapor between two parallel field plates
in a time-of-flight �TOF� mass spectrometer. A voltage ap-
plied to the lower field plate produces a uniform static elec-
tric field that pushes photoions produced by the laser toward
a microchannel plate �MCP� detector. Molecular ions with
different charge:mass ratios are distinguished by their TOF.
We observe the production of positive ions only. When the
extraction fields on the spectrometer and MCP are configured
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to detect negatively charged particles, electrons but no nega-
tive ions are observed. Apparently, the probability of
negative-ion production is negligibly small. This may or may
not be the case for neutral fragments. We cannot detect neu-
tral particles with our current experimental configuration.
Moreover, our measurements do not enable us to determine
whether specific ion fragments are formed directly through
dissociative ionization or indirectly via multiphoton ioniza-
tion of neutral fragments.

In principle, the ion signal in a particular TOF peak may
contain contributions from ion fragments with different
masses and different charge states. However, the absence of
significant levels of S1

2+ in the TOF signal indicates that
singly, rather than multiply charged species, dominate the ion
spectrum at the relatively low laser intensities
��1013 W/cm2� used in the experiments. Furthermore, under
the assumption that ionization occurs much more rapidly
than dissociation, the presence of charge-asymmetric chan-
nels �such as S8

2+→S1
2++S7� in the fragmentation branch-

ing ratio is unlikely. In addition, previous measurements �22�
of intense field ionization of S2 at 5�1012 W/cm2 do not
show S1

+ or S1
2+ production. Thus, given the uniformity in

the IP’s for the species SN, since S1
2+ is not observed in the

current experiment and S1
+ production from S2 is not ob-

served under similar pulse conditions, it is unlikely that mul-
tiple ionization of S8 or its daughter fragments occurs at a
significant level.

As shown in Fig. 1�b�, with low-intensity �1011 W/cm2�
unshaped 150-fs pulses, essentially all singly charged frag-
ments SN

+ are seen, but the parent molecular ion S8
+ is re-

sponsible for the largest peak in the spectrum. With increas-
ing intensity, smaller fragments are produced with higher

efficiency. Near 1012 W/cm2, S2
+ fragments dominate the

spectrum. At much higher intensities �1013 W/cm2, frag-
mentation is complete and only atomic ions S1

+ and S1
2+ are

seen. If the maximum pulse intensity is held fixed while the
pulse length is increased, either by chirping the pulse or re-
stricting its bandwidth, lower-mass species are produced
with increased efficiency. With 1-ps pulses, as shown in Fig.
1�a�, S2

+ fragments dominate the spectrum for intensities as
low as 1011 W/cm2 and as high as 1012 W/cm2. At intensi-
ties well in excess of 1012 W/cm2 atomic ion fragments ap-
pear and eventually become predominant. Conversely, mea-
surements with 35-fs pulses �Fig. 1�c�� show that at
intensities well above 1012 W/cm2, many larger fragments
survive the laser pulse.

Clearly the relative yields into different charged frag-
ments change as the laser intensity and/or pulse duration is
varied. However, the control afforded by tuning only these
parameters is quite coarse, and the variation in the yield ra-
tios for different species often comes at the expense of total
yield. In an attempt to achieve finer control with higher
yields, we enabled a closed-loop optimization �7� of the laser
parameters using a genetic algorithm �GA� �8,23� and liquid-
crystal-based pulse shaper. The pulse shaper spatially sepa-
rates the spectral components of the laser field, and the liquid
crystal �LC� alters the amplitude and phase of the light
within the frequency window associated with each LC pixel
�5,6�. Using the experimental results as feedback, we employ
the GA to search for a set of laser pulses that best achieve
some defined target associated with the measured fragmen-
tation branching ratio—e.g., maximize the signal in a par-
ticular SN

+ fragment channel or minimize the production of
fragments with N�4, etc. The search algorithm specifies a
“genetic code” for each laser pulse, or “individual.” To begin
the search, a “generation” of 50 or so individuals is created
from random genetic sequences. The fitness of each indi-
vidual in the generation is assessed according to its perfor-
mance in achieving the specified target goal. A second gen-
eration of individuals is produced based on the genes of
“mated” pairs of individuals from the first generation. Our
algorithm uses tournament selection to determine which in-
dividuals are allowed to reproduce. Individuals with higher
fitness have a greater chance of being selected for reproduc-
tion. We use single-point crossover of the parent chromo-
somes and a moderate ��1% per bit� mutation rate to deter-
mine the genetic code of offspring. We also add a genetic
copy of the fittest adult into the next generation to ensure that
the best performance in the second generation is at least as
good as that in the first. The fitness of the individuals in the
second generation is then assessed, and the process is re-
peated through the performance of successive generations
until the GA converges on a solution.

For most of the experiments described in this article, the
GA was programmed to maximize a ratio SN

+ :SM
+ for spe-

cific fragment masses M and N. Care was taken to select
robust fitness functions that prevented the GA from settling
on a solution that simply decreased the yield of both the
numerator and denominator of the ratio, resulting in an un-
defined fitness of 0

0 . The addition of a small positive constant
offset to the denominator yield ensures that laser pulses that
produce little or no total ion yield result in low fitness. Set-

FIG. 1. �Color online� The time-of-flight mass spectrum of S8

under various laser conditions. Column �a� is for 800-nm, 1-ps
pulses. Column �b� is for 790-nm, 150-fs pulses. Column �c� is for
790-nm, 35-fs pulses. The number in the box of the upper left of
each time-of-flight spectrum is the peak laser intensity in units of
1011 W/cm2. Yields have been normalized to the dominant peak in
each plot. Typically, the yield at the lowest laser intensity is ap-
proximately 50 000 times less than the most intense conditions
shown in that column.
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ting the offset to 10% of the SM
+ yield obtained with un-

shaped pulses works well as it places a significant penalty on
solutions with low numerator signals. We find that larger
offsets allow the algorithm to find solutions even in the pres-
ence of experimental noise, but make it impossible for the
algorithm to appreciate the best solutions where the denomi-
nator signal is near zero. Conversely, smaller offsets, which
in principle allow the algorithm to more easily find solutions
with zero-denominator-yield signal, are unstable.

As described in more detail below, we use either time- or
frequency-domain code parametrizations where the genes
specify particular aspects of the time or frequency depen-
dence of the field, respectively. Of course, in either case, the
genetic code is manifest as the application of different volt-
age levels to each of 256 pixels in the LC. The laser ampli-
fier runs at a 1-kHz repetition rate, but the LC requires ap-
proximately 1/2 second to update its voltages and create a
different individual. Therefore, to simultaneously optimize
the signal-to-noise ratio and our data-collection efficiency,
the LC is set to produce the same individual for several thou-
sand identical laser shots. We use boxcar integrators to mea-
sure the average signal in the TOF peaks of interest during
each averaging period. Data collection pauses when new
voltages are loaded into the LC.

We monitor every individual pulse shape by directing a
fraction of the light in each laser pulse into a polarization-
gated, frequency-resolved optical-gating �PG FROG� device
�24�. Spectrogram data obtained from the PG FROG can be
inverted to obtain the time-dependent field in each laser
pulse. Prior to the experiments, the voltage-dependent retar-
dance of the LC pixels was calibrated and the PG FROG was
used to verify successful programming of a variety of pulse
shapes and pulse sequences including: single transform-
limited pulses, linearly chirped pulses, two identical pulses
with a defined relative delay, pulses with sinusoidal phase
modulation, etc. To reduce the amount of data generated dur-
ing the GA optimization, PG FROG spectrograms are saved
only for the “optimum” pulse shapes in each experiment.
However, the gene sequence for each trial individual in every
generation is recorded. By using the LC calibration we can,
with reasonable accuracy, infer the time-dependent field for
each individual.

III. RESULTS AND DISCUSSION

Most of our efforts have focused on optimizing simple
yield ratios SN

+ :SM
+ with 1� �N ,M��8. The results of the

81 optimization experiments we performed are summarized
in Table I. The rows and columns �labeled 1–8� in the table
correspond to N and M for an optimized SN

+ :SM
+ ion ratio.

Each numerical entry in the table is a ratio of ratios,
�SN

+ :SM
+�best / �SN

+ :SM
+�unshaped, for a distinct experiment.

The diagonal entries �N ,N� in the table represent absolute
yield ratios �SN

+�best / �SN
+�unshaped. The superscripts �1, 2, 3,

or 4� preceding each entry indicate the pulse parametrization
scheme and shaping methods used for the particular experi-
ments. Specifically, experiments of type 1 and type 2 use a
frequency-domain pulse parametrization with �1� phase-only
or �2� phase and amplitude shaping, respectively. Type 3 and

type 4 measurements utilize a time-domain pulse parametri-
zation with �3� phase-only or �4� phase and amplitude shap-
ing, respectively.

The details of the different optimization schemes and a
more focused look at the results of several of the experiments
are presented below. However, at this point it is worth noting
several key features of the experiments that are clearly illus-
trated by the results in Table I. First, intense laser fragmen-
tation of S8 can indeed be controlled using the closed-loop
scheme. In spite of the fact that the first generation of laser
pulses are built from random genetic codes, use of the GA
results in a significant enhancement in the ratio of interest,
almost invariably through a large reduction of the
denominator-ion yield with less or no reduction in
numerator-ion signal. This is not a priori obvious given the
nonlinear intensity dependence of the dissociative ionization
processes and the experimental integration of ion signal
originating from different intensity regions throughout the
laser focal volume. Second, the effectiveness of the GA is
roughly independent of the gene parametrization scheme
used for the optimization. However, as we discuss in more
detail below, the “fittest” individuals found with the different
schemes exhibit significant differences. Examination of these
differences and the implementation of principal control
analysis makes it possible to identify spectral and/or tempo-
ral features which are, or are not, critical for control of spe-
cific ratios. Detailed studies using four different parametriza-
tion methods were performed on a small number of target
products. The results described in the following paragraphs
focus on the S1

+ :S2
+ and S2

+:S1
+ yield ratios.

In one set of experiments, the GA is operated using a
common frequency-domain parametrization �8,11�, where
the “genes” that determine the laser-pulse shapes are ex-
pressed directly as the phase �type 1� or phase and amplitude
�type 2� of the laser light at different positions within the
spectral bandwidth. Typically, the search space is reduced to
a maximum of 32 genes by constraining groups of adjacent
LC pixels such that they do not vary independently. This
improves the speed and convergence of the algorithm �9�, but
it also severely restricts the types of laser pulses that can be
produced. Importantly, for fragmentation of large species
such as S8, a key molecular rearrangement may require that
the laser pulse have structure over times scales of several
picoseconds or more. Such pulses are not obtainable using
the standard pixel clustering method since longer time fea-
tures require finer spectral resolution. In addition, grouping
adjacent pixels can introduce a natural spectral periodicity,
resulting in modulations in the temporal field amplitude. This
significantly limits our ability to determine whether specific
temporal or spectral features in the best pulse appear because
the molecule prefers them or because of an artifact due to
pixel clustering. Indeed, as shown in Figs. 2–4, the opti-
mized pulses for S1

+ :S2
+ and S2

+:S1
+ show significant tem-

poral modulations that are different for the two target ratios,
but are consistent for type-1 and type-2 shaping.

Based on our measurements with unshaped pulses, shown
in Fig. 1, it is clear that smaller fragments are more easily
produced with longer pulses and/or higher intensities. The
optimum pulse shapes found by the GA suggest the same
dependence. For example, with phase-only shaping �type 1�,
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the total energy in the laser pulse is not affected by the phase
distribution on the LC. Thus, one expects that the S1

+ :S2
+

yield ratio would be enhanced by a laser pulse that is tem-
porally broadened without excessively compromising the
peak intensity. Conversely, the S2

+ :S1
+ target should be

maximized by a pulse shape that reduces the peak intensity
without increasing the duration of the predominant temporal
features in the pulse. As shown in Fig. 2, this is indeed what
is observed. The best S1

+ :S2
+ yield is obtained using a pulse

that contains component features whose duration is longer
than the 150-fs transform-limited pulse width. However, the
field that is most effective in increasing the S2

+ signal rela-
tive to S1

+ is composed of a single short, primary pulse
flanked by several smaller amplitude pulses at earlier and
later times. This pulse train achieves a reduced peak intensity
without increasing the duration of any of the primary sub-
pulses. In contrast, when phase and amplitude shaping �type
2� is used, pulse duration and intensity are more easily de-
coupled. These results are illustrated in Fig. 3. Here we ob-

serve the optimum S2
+:S1

+ yield for a transform-limited
pulse with approximately half the energy of the unshaped
pulse and the maximum S1

+:S2
+ signal for a temporally

broadened pulse with the full energy of the unshaped pulse.
In an attempt to determine which spectral characteristics

�e.g., the observed temporal modulations� are critical for the
observed level of control, we utilized a principal control
analysis �PCA� method developed by White, Pearson, and
Bucksbaum �25�. The Appendix provides a more complete
discussion of the mathematical method employed. Principal
control analysis was applied to the phase space of frequency-
domain pulse parametrization with phase-only and phase and
amplitude shaping control of two fragmentation yield ratios:
S1

+ :S2
+ and S2

+:S1
+. We found that PCA is able to reduce

the dimensionality of the control space to approximately
15% of the original dimensions; the match between the op-
timal and reduced dimensionality FROG spectrograms can
be observed in Fig. 4. This is interesting in light of some
recent suggestions �20,26� that linear transformations, such

TABLE I. Closed-loop optimization results for various ratios �SN
+ :SM

+�best / �SN
+ :SM

+�unshaped, where N
and M are the masses of the fragment ions. The diagonal entries �N ,N� represent absolute yield ratios
�SN

+�best / �SN
+�unshaped. The superscript prior to each number indicates the type of pulse parametrization, as

described in the text. The numbers in bold represent the highest fitness for that particular experiment and
pulse parametrization scheme. No significant yield of S7

+ was observed in any experiment. Only 11 of 81
experiments failed to achieve a ratio of greater than 1.0—i.e., a fitness greater than that of the unshaped pulse.

M =1 M =2 M =3 M =4 M =5 M =6 M =8

N=1 10.5312.211.0
11.411.814.5
15.313.523.0
22.841.442.7
32.132.233.3
32.731.231.3
32.5

N=2 11.513.212.2 11.111.210.85 44.7 28.4
12.511.711.2 31.2 43.6 241
12.112.410.83 43.6
11.711.123.6
41.541.430.63
31.031.131.2
31.131.431.4
31.2

N=3 21.9

N=4 12.0 10.67 21.8 11.0 21.7
40.89 40.94 31.5
41.131.331.2 30.96
31.131.2 31.0

31.5
31.3

N=5 21.2

N=6 31.131.1 30.89

N=8 23.121.4 20.96 11.3 31.4
21.0 31.3
41.2 30.73
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as PCA, between bases may not be sufficient to adequately
reduce the control directions needed for pulse shapes opti-
mized for highly nonresonant multiphoton processes. Despite
a lack of a priori knowledge of the system dynamics, a linear
basis transformation yields suitable results in our case.

The PCA method assumes that the principal control direc-
tions �PCD’s� are those control directions having the largest
eigenvalues. We have found that the correlation of the con-
trol directions with the pulse-shape fitness may also play an
important role in PCD selection. The effect of selecting the
PCD’s based upon eigenvalue as opposed to correlation with
fitness is illustrated in Fig. 5. FROG spectrograms were re-
constructed by projecting the optimal pulse shape from the
GA �phase-only, S1

+ :S2
+� onto a variety of essential control

directions that had been selected based upon eigenvalue �left
column� or correlation with fitness �right column�. If the cor-
relation with fitness of a given eigenvector also corresponded
to an eigenvalue, the FROG spectrograms regenerated by
each method would be identical; however, it is clear from the
preservation, as well as from the spectrogram, that this is not
the case. In general, PCD selection via eigenvalue yields a
higher mathematical preservation than selection via correla-

tion with fitness. This measure is purely mathematical,
though, and further insight into the system dynamics may be
obtained by visual examination of the pulse shapes. Selection
of PCD’s by correlation with fitness begins to introduce ele-
ments associated with more complex pulse shapes much
sooner and always lends more intensity to the long time fea-
tures than selection by eigenvalue. Comparison with the re-
constructed FROG spectrograms for the phase and amplitude
shaping optimization for the same yield ratio �Figs. 4�g� and
4�h��, it appears that linear and/or nonlinear chirps are indeed
important pulse characteristics for controlling this system.
Thus, one should be aware that there are different methods to
determine the principal control directions; which method re-
turns the essential pulse may vary, and one should not rely
solely on the mathematical preservation formula.

Once the essential pulse characteristics had been identi-
fied using PCA, we compared the spectral components of the
pulse to frequencies of interest in the S8 molecule. All of the
possible vibrational modes and electronic transitions �27,28�
we could identify are far outside the bandwidth of our laser
pulses. For example, the room-temperature vibrational
modes of S8 rings are peaked near 450 cm−1, far off reso-
nance from the laser pulse and inaccessible via impulsive
Raman excitation given our 150-cm−1 laser bandwidth. Fur-
thermore, since the pulse intensity varies over the focal vol-
ume, different molecules are exposed to different fields.

FIG. 2. �Color online� Surface plot of the magnitude of the
electric field as a function of time for S2

+ :S1
+ �top� and S1

+:S2
+

�bottom� optimized with a phase-only frequency domain parametri-
zation �type 1�. The plots show all individual pulse shapes with
fitness f �0.85fbest. Generations increase from bottom to top of
each plot. The uniformity of the structure in the pulse shapes over
many individual pulses indicates that the GA has converged on a
single solution. The color scale of the �E�t�� surface is linear.

FIG. 3. �Color online� Similar to Fig. 2 for pulses optimized to
maximize S2

+:S1
+ �top� and S1

+:S2
+ �bottom� but using a

frequency-domain parametrization that varied both phase and am-
plitude �type 2�.
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While it may be possible, given enough light and control
directions, for the GA to compensate for this �29�, it un-
doubtedly complicates the interpretation of the optimum
pulse shapes. Extracting information about the fragmentation
mechanism, even after using PCA to limit superfluous pulse
characteristics, remains difficult.

Next, we tested the PCA results by applying a time-
domain GA parametrization to the same control problems.
Here individual genes are expressed as a specific property
�i.e., amplitude, duration, wavelength, etc.� of one of several
component pulses that are combined to produce the net tem-
poral field. Again, two schemes, using phase-only �type-3� or
phase and amplitude �type-4� shaping, have been imple-
mented. These parametrizations take advantage of the full
resolution of the pulse shaper, enabling the generation of
pulses with significantly longer temporal structure and mini-
mum spectral periodicity artifacts, while still limiting the
search to 32 �or fewer� genes. Our implementation of type-3
phase-only shaping takes advantage of a Fourier-transform-
based, iterative algorithm that enables fast estimation of the
phase mask required to generate a specific time-dependent
laser intensity distribution �30�. As shown in Table I, on av-
erage, we achieve similar gains with all four parametriza-
tions. Interestingly, as illustrated in Fig. 6, the time-
parametrization results do not show the same consistent
temporal structures that appear when pixel clustering is used
in the frequency-domain schemes.

Both experimental phase and amplitude �type-2 and
type-4� control results and the PCA analysis suggest that
pulse duration and/or spectral chirp are critical for enhancing
the target yields. This begs the question: Is the control we
observe for the S1

+ and S2
+ ion ratios due primarily to laser

pulse duration and, in that sense, essentially trivial �10�? To

FIG. 4. �Color online� Reconstructed optimum and essential FROG spectrograms. Left block: S2
+ :S1

+ ratio. Panels �a� and �b� represent
the optimum and essential pulse shapes, respectively, for type-1 experiments, and panels �c� and �d� represent the same for the type-2
experiment. Right block: similar for the S1

+:S2
+ ratio. Optimum pulses are reconstructed from the genotype of the fittest pulse in the

population, and the essential pulses are constructed using PCA as described in the text. The central frequency is 12658 cm−1; the spectrogram
frequencies are plotted relative to this point. The linear color scale goes from blue �low� to red �high�. Peak values for each plot are �a� 1.0,
�b� 0.91, �c� 0.70, �d� 0.20, �e� 0.55, �f� 0.33, �g� 0.33, and �h� 0.24 in arbitrary units.

FIG. 5. �Color online� Series of reconstructed FROG spectro-
grams for the type-1 �phase-only�, S1

+ :S2
+ experiment. Left: prin-

cipal control directions selected by eigenvalue for three �a�, six �c�,
and nine �e� PCD’s. Right: similar for PCD’s selected by correlation
with fitness. Pulse-shape preservation is as follows: �a� 46%, �b�
50%, �c� 76%, �d� 55%, �e� 95%, and �f� 69%. The optimal pulse is
shown in Fig. 4�e�. The linear color scale goes from blue �low� to
red �high�. Peak values for each plot are �a� 2.4, �b� 1.0, �c� 0.73, �d�
0.55, �e� 0.47, and �f� 0.55 in the same units as Fig. 4.
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answer this question we utilized the time-domain parametri-
zation to examine yield enhancements as a function of pulse
complexity. Specifically, we ran the type-3 GA optimization
for laser shapes containing one, three, five, and ten compo-
nent pulses. As shown in Fig. 7, intensity distributions with
higher complexity �i.e., a greater number of contributing
component pulses� perform better than the single-pulse case.
The corresponding pulse shapes are shown in Fig. 8.

Our time-domain measurements are consistent with the
key results of the PCA. First, the precise temporal modula-
tions found in the fittest pulses obtained from the frequency-
domain parametrization are not essential for control, but
some complexity is required. Second, because control can be
achieved using a smaller set of appropriately chosen basis
functions, many different pulse shapes which include nones-
sential �but nondamaging� features can be used to achieve
similar yields. We also suspect, but cannot directly verify,
that there are many local maxima in the multidimensional
surface that defines fragment ratio yield versus laser charac-
teristics, particularly in these focused beam experiments
where ion fragments are detected from different intensity re-
gions within the laser focal volume.

IV. SUMMARY

We have explored intense laser dissociative ionization of
S8 using unshaped pulses of varying duration and intensity.
We have shown that closed-loop optimization of laser-pulse
shapes can be used to significantly enhance the production of

FIG. 6. �Color online� Similar to Figs. 2 and 3 except that these
ratios have been optimized to maximize S2

+:S1
+ �top� and S1

+:S2
+

�bottom� using a time-domain parametrization scheme in which
only the spectral phase distribution is shaped �type 3�. For the par-
ticular experiments shown, the net temporal pulse is the sum of five
individual pulses.

FIG. 7. Results of optimization experiments for S2
+ :S1

+ as a
function of pulse complexity. The pulses were generated with
type-3 parametrization using one, three, five, and ten constituent
pulses to arrive at the net electric field.

FIG. 8. �Color online� Laser-pulse shapes for the optimization of
S2

+ :S1
+ using type-3 parametrization using one �a�, three �b�, five

�c�, and ten �d� consitituent pulses to produce the net electric field.
The scale used for the electric field is the same for each recon-
structed pulse.
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specific target ions and ion yield ratios. We find that the
implementation of multiple-pulse parametrization schemes
and principal control analysis can be useful for identifying
nonessential pulse characteristics when optimizing for spe-
cific targets. However, it is clear that intense laser control
over such highly nonlinear processes must be hampered by
intensity variation throughout the focal volume. The opti-
mum pulse shape at one location in space will likely differ
from that at other positions due to the difference in peak
intensities and limitations on the total energy and frequency
spectrum available in the laboratory. This effect obviously
does not eliminate the possibility for substantial control.
However, we believe that it does limit the gains achieved in
our experiments and, perhaps more importantly, makes the
identification of a specific control mechanism more difficult
or impossible.
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APPENDIX: PRINCIPAL CONTROL ANALYSIS

White, Pearson, and Bucksbaum have applied common
covariance techniques �31,32�, called principal control
analysis, to closed-loop optimal control �25�. The first
step in the PCA implementation is the construction
of the covariance matrix of the set of pulse shapes in the
search

Cij = ��i� j� − ��i��� j� , �A1�

where �i=xi+1−xi, i=1, . . . ,n−1, are the nearest-neighbor
phase differences, as xi is the ith gene value and n is the
number of genes in each individual. The averaging is per-
formed over all individuals in the population. After the co-
variance matrix is constructed, its eigenvectors and eigenval-
ues � j are calculated. The eigenvalues are a measure of how
far the algorithm moved along that eigenvector during its
search. When the eigenvectors are plotted in descending or-
der, as in Fig. 9, it is apparent that a small subset of the
eigenvalues carry most of the weight of the covariance
trace. In order to determine which control directions are im-
portant, we calculate the correlation of the projections of the
pulse shapes onto the eigenvectors �i with the pulse-shape
fitness f .

B� = ���i f� − ��i��f��/��i
� f , �A2�

where ��i
and � f represent the standard deviations of their

respective subscripts. For comparison, a similar correlation
with fitness in the original basis is also calculated:

B� = ���i f� − ��i��f��/��i
� f . �A3�

When expressed in the eigenvector basis, the control direc-
tions are uncorrelated. That is, each eigenvector is an inde-
pendent control direction. White et al. propose that the
eigenvectors with the largest fitness correlation are the essen-
tial control directions uj and expect that the eigenvectors
with the largest eigenvalues will be most strongly correlated
to the fitness of the pulse-shape solution �25�. Ideally, one or
two eigenvectors will prove to be more strongly correlated

FIG. 9. Eigenvalues of the covariance matrices in descending
order for the phase-only �a� and phase and amplitude �b� S1

+:S2
+

experiments.

FIG. 10. �Color online� Correlation of fitness
f with the original basis vectors for the phase-
only �a� and phase and amplitude �c� S1

+:S2
+ ex-

periments. Similar correlations with the control
vectors in �b� and �d�.
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with fitness, and the remaining eigenvectors can be deemed
unessential to the pulse shape and may be eliminated. We
found that the eigenvectors with the largest eigenvalues are
not always those most strongly correlated with fitness. Figure
10 plots the correlation with fitness versus control directions
for both the original and eigenvector bases. Since the
eigenvectors have been reordered in descending order, if
the expectation were true, we would see a gradual
decrease in the height of the stems as the eigenvector number
increases. The stem plot indicates that some eigenvectors

have a significant correlation with fitness despite having
small eigenvalues.

The best GA solutions for each experiment are then pro-
jected onto the k�n PCD’s uk, thus reducing the dimension
of the control space and producing the essential pulse,
	 j=1

k � juj�	�. Ideally, this essential pulse will contain all of
the traits necessary to achieve the target while minimizing
irrelevant features. The mathematical extent to which the
original pulse traits remain can be calculated by the preser-
vation formula 	 j=1

k � j
2�	�.
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