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Landscape for optimal control of quantum-mechanical unitary transformations

Herschel Rabitz,1 Michael Hsieh,1 and Carey Rosenthal®
1Deparl‘ment of Chemistry, Princeton University, Princeton, New Jersey 08544, USA
2Deparl‘ment of Chemistry, Drexel University, Philadelphia, Pennsylvania 19104, USA
(Received 14 October 2003; published 30 November 2005)

The optimal creation of a targeted unitary transformation W is considered under the influence of an external
control field. The controlled dynamics produces the unitary transformation U and the goal is to seek a control
field that minimizes the cost J=||W-U]|. The optimal control landscape is the cost J as a functional of the
control field. For a controllable quantum system with N states and without restrictions placed on the controls,

the optimal control landscape is shown to have extrema with N+1 possible distinct values, where the desired
transformation at U=W is a minimum and the maximum value is at U=—W. The other distinct N—1 extrema
values of J are saddle points. The results of this analysis have significance for the practical construction of

unitary transformations.
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I. INTRODUCTION

The control of quantum systems is increasingly being ex-
plored for a variety of fundamental and practical reasons [1].
One area of application is to quantum information sciences
[2], where a general objective is to create quantum “ma-
chines” that have unusual capabilities. At the heart of a quan-
tum computer are devices constructed to act as particular
unitary transformations. A natural desire is to achieve the
best quality unitary transformations possible [3] in relation to
the specified target transformations under the influence of an
external control field C(z), likely of an electromagnetic na-
ture. The present work seeks to explore the control of de-
vices operating to produce a specified transformation under
ideal conditions as a limit of what may be expected. The
particular focus is on the extrema that may be encountered
when searching for optimal controls to generate a unitary
transformation.

II. THE OPTIMAL CONTROL LANDSCAPE

Consider a quantum system of N states undergoing uni-
tary evolution in the presence of a control field C(z). The
goal is to steer the dynamics described by the unitary matrix
U(1) over the interval 0<¢=<T such that U= U(T) is as close
as possible to the desired target unitary transformation W.
The system is assumed to be controllable [4], implying that
at least one field C(7) exists for constructing U=W. Regard-
less of whether numerical design is first performed or direct
laboratory control discovery [5] is employed, both routes in-

volve optimization of a target cost function J which may be
defined as

J= 2 (W — Uy
ij

=2N -2 Re Ti[W'U]. (1)

In the laboratory, U would not be directly measured, but
through other observations, in principle, it could be con-
structed for use in J. For purposes of analysis, here we adopt
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Eq. (1) and the goal is to minimize J[C(¢)], which is a func-
tional of the control field C(), through U[C(z)]. A concern in
seeking to minimize J[C(#)] is the possible presence of ex-
trema with values J>0. If the search for an optimal control
leads to trapping in a nonoptimal value for J, then the result-
ant quantum information device likely would not perform as
desired. Another possibility is the presence of a large number
of saddle point extrema which could make the search ineffi-
cient for locating a control satisfying J=0. Thus, a basic
question is the possible existence of solutions to

oJ
50" 0 (2)

which may correspond to local extrema with J>0. The con-
trol C(r) will be allowed to vary freely, implying that all
landscape extrema will satisfy Eq. (2). The analysis does not
require knowledge of the Hamiltonian, except for specifica-
tion that the system be controllable at some time 7. The
assumptions of full controllability and unfettered access to
any control permits a complete assessment of the general
control landscape features. The actual accessible landscape
domain explored in any particular case will be restricted by
the details of the system Hamiltonian and especially any con-
straints placed on the controls (e.g., constrained bandwidth, a
limited time T to reach the target, etc.).

III. ENUMERATION OF CRITICAL VALUES

In order to explore the cost function landscape, it is con-
venient to write W=exp(iB) and U=exp(iA) with B'=B and
AT=A, without any loss of generality. The N X N matrix B is
a priori assumed known along with its eigenstates {|3;)} and
eigenvalues {b;} where B|B;)=b/B;). We may express the
trace operation in Eq. (1) in terms of the basis {|8;)} com-
bined with U=exp(iA) to rewrite Eq. (2) as
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L (BlexpliA)|B)

i pq

—=-zz(exp<

oC(1)

+exp(ib) —— i <ﬂ,le><p( zA)IB,)ﬁ 0. (3)
rq

Since the quantum system is assumed to be controllable, then
each of the matrix elements A,, must be uniquely address-
able by the control field C(¢) for all p and g values in keep-
ing with A being Hermitian. These points imply that the set
of N? functions {8A,,,/ 5C(t)} should be linearly independent
[4], leading to the criteria for satisfying Eq. (3) as being

Ap=2 (eXp(— lb,)i(ﬁikxp(if‘)lﬁi)

i rq

+explib)—— T (Blexp(- ia)]8) ) 4)
Pq
for all values of p and ¢. The transfer from Eq. (2) to Eq. (4)
defining the optimal solutions is central to the analysis. An
understanding of the mapping C(z) — U in Eq. (2) is gener-
ally highly complex and system-specific. The analysis of Eq.
(4) assures satisfaction of Eq. (2) and (4) has a generic char-
acter as it only depends on the matrices A and B. Thus, the
analysis of Eq. (4) can lead to some general conclusions
about the nature of optimal control of unitary transforma-
tions.
The derivatives in Eq. (4) may be evaluated with the aid
of the identity

1
0A
exp(id) = iJ ds expliA(1 —s)]
0 (9qu

exp(iAs).

04,
The matrix A is represented in any convenient basis {|€)},
and the eigenvectors {|@;)} and eigenvalues {a;} of A satisfy
Alayy=aja;). Utilizing that {|€)} and {|@;)} are complete sets
of states in the space of dimension N yields

Jd
ﬁA_<:8i|eXp(iA)|:8i>

pq
f ds Y, X (Blayexplia;(1 - s5)Ka;|€)
0 g Jk
A
XU laexatias)inlB)
1
=if dSE 2 <Bi|aj>exp[iaj(1 - S)]<0(j|€>
0 g Jk
X 5€p5€’q<€,|ak>exp(iaks)<ak|:8i>
= 5o ol el (e""“‘”) el )
aj - ak
(5)

Substituting the result of Eq. (5) into Eq. (4) and without loss
of generality applying the wunitary transformation
3, a.|@A,(p|ay) to Eq. (4) produces the result
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2 (A, (pla) = 0,F(a,.a) + 0, F(a,.a) =0, (6)

Pq
where
i exp(ia,) ifa,=a,,
F(anas) = exp(iar) - exp(ias) .
if a, # a,,
a,—a
and

Ty = 2 <ar|ﬂi><ﬂi|as>exp(_ lbl) = <a,|exp(— lB)|as> (7)

for all r and s. In Egs. (6) and (7), first considering the
particular case a,=a,; produces the result o, .exp(ia,)
— 0, exp(—ia,)=0. Defining o,,=|0,,/exp(i8,), with &, being
a real phase, reveals that a,+ 6,=n,m, with n, being an inte-
ger. Considering Eq. (6) again for a, # a, yields

(a|[exp(- iB),exp(iA)] + [exp(iB),exp(—iA)]|a;) = 0.
(®)

Equation (8) is also satisfied for a,=a,, given that {|a;)} are
eigenstates of A. Thus, Eq. (8) is valid for all r and s. It
follows [6] that [A,B]=0, implying that A and B have simul-
taneous eigenstates.

Armed with the results above, we may return to the cost
function in Eq. (1), which can be written as

J=2N-2ReY (2 exp(- ib,-><ﬂ,-|a,><a,|/a,->)exp<m,>
=2N-2Re, |0, |expli(a, + 5,)]

=2N -2 |0, |(= 1)™, )

where a,+ 6,=n,7 was used. It also follows that §.=—b, from
Eq. (7) by setting r=s and noting that |a,) is an eigenstate of
B; this shows that the eigenvalues of A and B at the control
extrema, a,—b,=n,, differ from each other by integral mul-
tiples of 7r. Similarly utilizing Eq. (7), it is evident that
|o,,/=1. We may finally conclude that the cost function in
Eq. (1) only has the following possible N+ 1 extrema values:

J=0,4, - 4N. (10)

A shift in the overall phase ¢ of the target W— W exp(ip)
just correspondingly produces a shift in the phase of the so-
lutions U— U exp(i¢) or A—A+i¢p, but the cost function
values in Eq. (10) remains the same and the topology of the
landscape discussed below does not change. Each of the ex-
trema corresponding to a particular A matrix and J value
would have an associated control field C(¢) in an actual ap-
plication.

IV. HESSIAN ANALYSIS OF CRITICAL POINTS

The locally optimal solutions in Eq. (10) range from that
of perfect control /=0 in creating the target U=W out to the
outcome at J=4N corresponding to U=—-W. The latter two

052337-2



LANDSCAPE FOR OPTIMAL CONTROL OF QUANTUM-...

outcomes for J are, respectively, a minimum and a maximum
of the cost function, both corresponding to perfect solutions
(up to phase). The topology of the remaining N-1 distinct
extrema in Eq. (10) can be deduced by considering the defi-

nite nature of

where w(f) is an arbitrary function. Utilizing Eq. (1) and
defining the operator [7]

g= 2 0,,(3l9A,,)
Pq

5C(t)5C(t )w(t’)dt dr', (11)

with

T
qu=J0 w(1)[ A,/ 5C(1)]dt

leads to

H = — Tr{exp(— iB)gexp(iA) + exp(iB)g’exp(— iA)],
(12)

where it is understood that H is to be evaluated at one of the
extrema corresponding to Eq. (10). The prior analysis shows
that the various extrema are expressed in terms of a relation-
ship between the eigenvalues of A and B, given by a;=b;
+n;m with n; being integers. Thus, each extremum matrix
A%, €=1, 23,... has an associated set of integers n‘
=(n1,ng, . nN) such that A‘=B+D' with (B|DB))
=9 7Tn being diagonal 1n the representation of the eigen-
states of B. Noting that g"=—g, expressing the trace opera-
tion in Eq. (12) in terms of the eigenstates {|3;)} and evalu-
ating the expression for ¢ at the ¢th extremum leads to

H =23 (BlgglB)(- 1. (13)
J

Analysis of Eq. (13), considering w(f) to be an arbitrary
function residing in g, shows that each extremum of the cost
function J falls into one of three classes:

(i) minima (H* > 0):{nf} all even integers.
(i) maxima (H’ < O){nj} all odd integers.

(iii) saddle points (H¢ indefinite);
{nf} mixed even and odd integers. (14)

Classes (i) and (ii), respectively, correspond to U=W and
U=-W with class (i) being a perfect control. All the remain-
ing extrema fall into class (iii) as saddle points. Thus, in
seeking to minimize J, there are no false extrema to get
trapped in although many saddle points may be encountered
on the way. The key results of this paper in Egs. (10) and
(14) have several fundamental implications for theoretical
design or laboratory discovery of optimal controls C(#) to
create useful unitary transformations. These points will be
discussed in the remainder of the paper.
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As a simple example of the analysis above, consider the
target unitary transformation W=CNOT, (CNOT represents the
controlled-NOT operation), where

[ R
oS = O
- o O O
- o O

CNOT = (15)
00 0
In its diagonal basis, W=Qe8Q, where
000
o L 00 (16)
0 0 €7 0

0 0 0 e

with e??1=—1 and e2=¢’3=¢™4=1. For J to take on a critical
value, it is necessary and sufficient that U=Qe2Q", where

a0 0 0
0 2 0 0
0 0 €4 0
0 0 0 e

where e ==+1 for k=1, 2,3,4. In this case for Eq. (15) Q is
not unique due to the degenerate eigenvalues for E5. What is
relevant here is the spectrum of A in Eq. (17) to establish the
landscape topology. From Eq. (13), we may verify that for
ei=—1, ¢2=¢®=¢"=1, we attain a global maximum J
=16 with all Hessian eigenvalues negative, and for e™!
=1, e2=¢%3=¢'%=—1 a global minimum J=0 with all Hes-
sian eigenvalues positive. In all other cases we obtain saddle
points with landscape heights J=4, 12 and a mixture of posi-
tive and negative Hessian eigenvalues.

The result in Eq. (10) was also verified for a number of
arbitrary target transformations W of dimension N=4 and 8.
As controllability is assumed, we may sidestep the actual
solution of Schrodinger’s equation and numerically solve Eq.
(4) treating the elements of A as variables to be searched
over with a gradient algorithm. The particular local extrema
found depended on the initial trial matrix A, but in all cases
only the stable minima were found corresponding to J=0.
Similarly, seeking maximization of J only lead to the solu-
tions at J=4N. As the saddle points are unstable, the simple
gradient algorithm did not directly discover them, or get
trapped at them. Although no saddle points were found by
direct searching, it was verified by numerical tests that the
extrema satisfying the criterion in case (iii) of Eq. (13) were
saddle points. The presence of local saddle point extrema J
>0 implies that global search algorithms [5,8] (e.g., genetic-
type algorithms) could be advantageous for seeking at least
one control satisfying /=0, although local algorithms could
also work as indicated in the simulations above. Fortunately,
the suboptimal extrema are not local minima, which elimi-
nates the prospect of being trapped. The connection between
the critical topology of the landscape and the efficacy of
various types of global and local search algorithms for find-
ing effective controls for creating desired unitary transforma-
tions is explored in a separate work [15].

EA= s (17)
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V. CONSEQUENCES FOR LABORATORY GENERATION
OF UNITARY TRANSFORMATIONS

The computational design of optimal controls to generate
unitary transformations can be very expensive [9] for large
values of N, especially when using global search algorithms.
However, in the laboratory, the high duty cycle of realiza-
tions employing shaped laser pulses as controls [10] may
permit a thorough search for a control C(z) that gives the
absolute minimum value in the control landscape. The scal-
ing of the required search effort with the dimension of the
unitary matrix N is a concern. Many proposed practical
quantum information systems may involve large numbers of
qubits n~ 10° with the total Hilbert space dimension being
N=2". One hope is that a quantum information machine of
Hilbert space dimension A may be constructed by linking
together a number N; of modular subunits with each having a
small number n; of qubits [11], where 2;n,=n. In this sce-
nario, after learning how to control each of the subunits, they
would be coupled together to operate in a cooperative fash-
ion thereby producing a total functioning quantum informa-
tion machine. Optimal searching for desired unitary transfor-
mations on the Hilbert space for the ith subunit would
encounter 2"+ 1 landscape extrema values. The actual opera-
tional scenario in the laboratory will likely depend on the
physical realization and many other factors. Regardless of
these issues, the analysis here reveals another important fea-
ture with regard to the control search landscape to be tra-
versed in making the operational decisions.

In the laboratory, there will always be nonidealities to
consider, including decoherence, noise in the controls, obser-
vation errors, etc. In the desirable regime of weak noise and
decoherence, the landscape structure remains the same, but
viewed at lower resolution [12]. Besides these latter points,
the inevitable constraints on practically constructing control
fields [10] can alter the extrema values in Eq. (10) and intro-
duce other local extrema besides those identified under ideal
conditions. This comment may be understood by considering
a situation where the field constraints only allow for a re-
stricted exploration of any local region of A (e.g., around a
particular exact solution J=0); the local character of the
landscape could appear distorted by the field restrictions. If
possible, the control field should be left with sufficient flex-
ibility to freely roam over the landscape of J, hopefully in-
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cluding the domain of at least one solution J=0.

The critical topology of the function described in Eq. (1),
formally a mapping J: U(N)— R, could have been alternately
analyzed from the perspective of the geometry of the unitary
group U(N), and such approaches have been adopted previ-
ously [14]. Although these methods have some mathematical
advantages, the underlying physical structure of the problem
becomes obscured. In the present work, the optimization
analysis is carried out in a way that has a more facile physi-
cal interpretation. Using the degrees of freedom in matrices
A and B produces a physically transparent picture of the
control process being one of optimization over the action
variables represented in A. The latter Hermitian matrix can
be interpreted as the collective, time-ordered dynamics gen-
erated by the Hamiltonian. The influence of nonidealities in-
cluding control constraints on the critical structure of the
landscape, are most naturally stated in terms of the Hamil-
tonian, to which the A matrix has a clear qualitative connec-
tion.

VI. CONCLUSION

The key to the analysis in this paper rests on identifying
the underlying kinematics [13] of the general optimization
problem, and thereby separating the Hamiltonian-specific as-
pects of any particular realization. This kinematic focus was
facilitated by using U=exp(iA) and assuming full controlla-
bility to permit analysis of Eq. (4) rather than Eq. (2). Equa-
tion (4) was amenable to a thorough analysis of its extrema
and hence the optimal control landscape of J. The kinematic
reduction yields the rather surprising conclusion that all op-
timal control problems for U of the same dimension N and
target W have equivalent landscapes with respect to A, no
matter what form the Hamiltonian takes, provided that the
system is controllable [4]. Differences in search behavior
over the landscape can in practice arise due to the particular
nature of the Hamiltonian and the control. Nevertheless, the
optimal control landscape topology identified in this work is
universal.
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