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We propose a theoretical method for investigation of ionization of atoms and molecules in intense laser
fields that copes with the effects of excited state dynamics �or intramolecular electronic dynamics�. The
time-evolving wave packet composed of only bound electronic states, ��i�t��, is introduced into a framework
of the intense-field S-matrix theory. Then, the effects of both Coulomb field and radiation field on the bound
electron�s� are well described by ��i�t��, while the effects of a radiation field on a freed electron are also treated
in a nonperturbative way. We have applied the theory to ionization of H and H2

+ in ultrashort intense laser
pulses. Although only a small number of Gaussian functions are used in the expansion of ��i�t��, the present
method can quantitatively reproduce the features of enhanced ionization of H2

+ obtained by an accurate grid
propagation method. This agreement supports the view that field-induced population transfer between the
lowest two electronic states triggers the enhancement of ionization at large internuclear distances. We also
applied the method to calculate the photoelectron momentum distribution of H in an intense near-infrared field.
A broad low intensity component due to “rescattering” appears in the distribution of the momentum perpen-
dicular to the polarization direction of an applied laser field, as observed in the experiments of single ionization
of noble gas atoms. The present method provides a practical way of properly describing the nonperturbative
nature of field-induced dynamics of an electron �or electrons� in the presence of both Coulomb and radiation
fields.
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I. INTRODUCTION

Originally the S-matrix theory for obtaining the transition
probability of a quantum process was introduced by Heisen-
berg in 1943 �1� for stationary systems in general, and since
has been extensively used for a wide range of problems in
high-energy physics, nuclear physics, and atomic and mo-
lecular scattering. Generally an element of the S matrix is
equivalent to the transition amplitude obtained by the stan-
dard prescription of projection of the final state onto the total
wave funtion of the system, evaluated in the long-time limits.
Since the early days of nonperturbative ionization of atoms
in intense laser fields several versions have been introduced
which are together known as the Keldysh-Faisal-Reiss
�KFR� theory �2–4�. More recently this theory has been ex-
tended to many-body problems in intense laser fields �5,6�,
which is called the intense-field many-body S-matrix theory
�IMST�. It has been applied to ionization of multielectron
atoms and molecules in intense laser fields �7�. In these ap-
plications, only the leading terms of systematic series expan-
sions for ionization processes have been used.

On the other hand, direct quantum mechanical simulations
of ionization dynamics have been carried out by accurately
solving the time-dependent Schrödinger equation �TDSE�;
e.g., accurate propagation of an electronic wave functions of
one- and two-electron molecules H2

+ and H2 can be per-

formed by using the dual transformation method�8–11�. In
the method, both wave function and the Hamiltonian are
consistently transformed to special forms so that the numeri-
cal difficulties arising from the divergence of the Coulomb
potentials are overcome . In most cases of the direct numeri-
cal approaches, the time-dependent wave function is repre-
sented in terms of the amplitudes at a number of grid points.
One can estimate the ionization probabilities of H2

+ and H2
in intense near-infrared fields by setting absorbing bound-
aries at the ends of a large grid space. The dependence of the
calculated ionization probabilities of H2

+ and H2 on the in-
ternuclear distance is in accordance with the experimentally
observed tendency that ionization of a molecule in a near-
infrared laser field is greatly enhanced at critical internuclear
distances which are much larger than the equilibrium inter-
nuclear distance �known as enhanced ionization� �12�. The
analysis of the entire electronic wave packet indicates that
acceleration or suppression of field-induced intramolecular
electron transfer leads to enhanced ionization �8–11�. An
electron or electrons move inside a molecule before ioniza-
tion takes place.

Enhanced ionization, which leads to Coulomb explosions,
is a universal phenomenon irrespective of whether the mol-
ecule is diatomic �13� or polyatomic �14�. It is shown that
field-induced intramolecular electronic dynamics also causes
chemical reaction �fragmentation� dynamics of diatomic or
polyatomic molecules �11,15�. Intramolecular electronic dy-
namics, which triggers both enhanced ionization and reaction
dynamics, is therefore regarded as the key process to control*Electronic address: kono@mcl.chem.tohoku.ac.jp
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the competition between ionization and reaction of mol-
ecules �16�. To investigate the competing processes of mol-
ecules in intense laser fields, one must calculate the ioniza-
tion probability as a function of the positions of nuclei. To
that end, introduction of bound excited states associated with
intramolecular electronic dynamics into a theoretical frame-
work is inevitable. Although a thorough description of bound
state dynamics is obtained by accurate wave-packet propaga-
tion based on grid point representations, it is however impos-
sible to strictly apply the grid point method to a general
multielectron system because a quantum representation of
the system requires an enormous number of grid points.

In this paper, we propose a feasible way of including ef-
fects of bound state dynamics in a theoretical treatment. This
can be achieved by taking advantage of the strong points of
both the S-matrix theory and the wave-packet approach. As
clearly demonstrated by the IMST, the usual S-matrix series
expansion of the transition amplitude of a process can be
rearranged in a systematic way that the chosen leading terms
are essential for the description of the process. On the other
hand, the wave-packet approach is intended for nonperturba-
tive treatment of interactions because wave-packet propaga-
tion is usually performed by directly solving appropriate
equations of motion. The central idea we propose is to intro-
duce a time-dependent wave function ��i�t�� expanded in
terms of bound electronic states only. We then incorporate
this key wave packet ��i�t�� into the framework of the
intense-field S-matrix theory to calculate the amplitudes of
transition to ionization continuum states. Accurate propaga-
tion of ��i�t�� in the presence of an alternating electric field
can be executed by numerically solving a set of coupled
differential equations for expansion coefficients. Since the
Hilbert space for expansion is restricted to a space of bound
states, basis set expansion techniques elaborated in the field
of quantum chemistry can be utilized to efficiently expand
the molecular orbitals �MOs� or the wave functions of bound
states in terms of a small number of Gaussian basis functions
�17�. Thus, systematic account of electron correlation is also
possible. MO representations or Gaussian basis sets are
widely used in the KFR theory as well as in tunneling theory
�18�, but the wave functions treated in the theoretical formu-
lations were essentially time independent. Our method is ap-
plicable to cases of ionization by ultrashort laser pulses.

To investigate the ability of our approach, we first apply it
to one-electron systems of H2

+ and H interacting with an
intense ultrashort pulse. For one-electron systems, reference
results are available. The ionization probability of H2

+ calcu-
lated by the proposed approach as a function of the internu-
clear distance R successfully captures the main feature of
enhanced ionization of H2

+. To investigate the origin of this
agreement, we analyze the time-dependent populations of
bound states in ��i�t�� and in the entire wave packet ��i�t��.
We also calculate photoelectron momentum distributions for
ionization of H by an intense near-infrared pulse. The fea-
tures of photoelectron momentum distributions calculated for
H are discussed in connection with the distributions experi-
mentally measured for single ionization of noble gas atoms
and H2 �19�. We demonstrate how the present method

describes the nonperturbative nature of electronic dynamics
in the presence of both Coulomb and laser fields.

II. THEORY

In this section, we present a way of combining the
intense-field S-matrix theory and an electronic wave-packet
approach that can describe bound excited state dynamics
such as intramolecular electronic dynamics. We assume a

general time-dependent Hamiltonian Ĥ�t� of the total system
and partition it in two different ways:

Ĥ�t� = Ĥi�t� + Ĥi��t� = Ĥf�t� + Ĥf��t� , �1�

where Ĥi�t� is the reference Hamiltonian for an initial state,

Ĥf�t� is the reference Hamiltonian for a chosen “final” state,

and Ĥi��t� and Ĥf��t� are the respective interaction Hamilto-
nians. ��i�t�� and �� f�t�� are assumed to be the known solu-

tions of the corresponding TDSEs for Ĥi�t� and Ĥf�t�. The
TDSE of the total system is

i
�

�t
��i�t�� = Ĥ�t���i�t�� , �2�

where the initial condition is ��i�t0��= ��i�t0��. Atomic units
are used in this paper unless otherwise noted.

There are various formal expressions for the solution of
Eq. �2�. In this study, we employ the “post” form for ��i�t��,
which can be written down formally as �6,20,21�

��i�t�� = Ûf�t,t0���i�t0�� − i�
t0

t

d�Ûf�t,��Ĥf������i���� ,

�3�

where Ûf�t , t0� is the time-evolution operator for Ĥf�t�, and it
satisfies the following equation:

i
�

�t
Ûf�t,t0� = Ĥf�t�Ûf�t,t0� �4�

with the condition Ûf�t0 , t0�=1. Equation �3� evaluated at t
= t0 obviously satisfies the initial condition ��i�t0��= ��i�t0��.
Using Eq. �4�, one can easily verify that Eq. �3� fulfills Eq.
�2�.

The system of our interest is an atom or a molecule inter-

acting with a classical laser field. Now Ĥi�t� is the Hamil-

tonian for the system without a laser field and Ĥi��t� is the
radiative interaction between the system and the laser field.

Our choice of Ĥf�t� and Ĥf��t� is as follows: Ĥf�t� is the sum
of the Hamiltonian for a free electron in the laser field and

that for the remaining ion in the laser field; Ĥf��t� is the
binding potential exerted on the freed electron by the remain-
ing ion. The transition amplitude to the true final continuum

state �� f�t�� for the field-free Hamiltonian Ĥi�t� is obtained
by projecting �� f�t�� from the left onto the exact time-
evolving wave packet ��i�t��. Since the final state of our
interest is one of continuum states, only the continuum state
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component of ��i�t�� contributes to the projection. Thus, in
this case, the desired S-matrix element for the transition from
��i�t0�� to �� f�t=���, Sfi	 limt→��� f�t� ��i�t��, can be for-
mally expressed as

Sfi = lim
t→�

�� f�t��
��i�t�� − �
b

��b�t����b�t���i�t��� , �5�

where the summation is taken over bound states 
��b�t��� to
extract the continuum states from ��i�t�� �
��b�t0��� are

bound states of Ĥi�t0��. Note that �� f�t� ��b�t��=0. Inserting
Eq. �3� into Eq. �5� gives the exact element of the S matrix.
As will be shown later, we start with the formal expression
of Eq. �5� to estimate the transition amplitudes to final con-
tinuum states.

Here, we introduce the wave packet composed of bound
states only, ��i�t��:

��i�t�� = �
b

cib�t���b�t�� , �6�

where cib�t� are expansion coefficients and the initial condi-
tion is given by ��i�t0��= ��i�t0��. By inserting ��i�t�� into the
TDSE for the total Hamiltonan, we then obtain the following
coupled equations of motion for the determination of cib�t�:

i
d

dt
cib�t� = �

b�

cib��t���b�t��Ĥi��t���b��t�� . �7�

The obtained wave packet ��i�t�� for bound state dynamics
can be used to make a practical evaluation of Eq. �5� as
follows.

�i� First, we replace the bound state component
�b��b�t����b�t� ��i�t�� in Eq. �5� with ��i�t��. A quantitative
comparison between �b��b�t����b�t� ��i�t�� and ��i�t�� will
be made later.

�ii� Second, ��i���� in the integral in the right-hand side
of Eq. �3� is replaced by ��i����. This replacement is justified
by the consideration that the dominant contribution to the
integral comes from the bound state component of ��i����.
The resultant approximate wave function for ��i�t�� is de-

noted by ��̃i�t��. We replace the first term in the square

brackets of Eq. �5�, ��i�t��, by ��̃i�t��. The continuum state

component in Eq. �5� is thus approximated by ��̃i�t��
− ��i�t��.

In the first version of the present theoretical treatment, a
further simplification is made; we use the strong-field ap-
proximation in which the final continuum state �� f�t�� is sub-
stituted by �� f�t��, i.e., the product of a one-electron Volkov
state and a state of the remaining ion. The physical meaning
of the substitution �� f�t��→ �� f�t�� is that a photoelectron no
longer feels the binding potential after transferred to a con-
tinuum state.

Taking the above two steps �i� and �ii� together with the
introduction of the strong-field approximation, we can re-
place Eq. �5� by a formula to estimate the S-matrix elements
properly:

Sfi � lim
t→�

�� f�t�����̃i�t�� − ��i�t��� = lim
t0→−�,t→�


�� f�t0���i�t0��

− i�
t0

t

d��� f����Ĥf������i���� − �� f�t���i�t��� . �8�

The Volkov state �� f�t�� has nonzero overlaps with the bound

states in ��i�t�� or ��̃i�t��. This defect of the Volkov state can
be redeemed by subtracting bound states from the total wave
function at t=� �or when the applied field is turned off�, as
in Eq. �8�. Equation �8� certainly satisfies the requirement

that Sfi must be zero when Ĥi��t�=0 for all t. Needless to say,
the last term in Eq. �8� vanishes if �� f�t�� is replaced by a
true final continuum state �� f�t��. Since ��i�t�� consists of
many bound states, it can reproduce the field-induced mixing
of bound excited states as in the dynamics of the exact wave
packet ��i�t��. Therefore, Eq. �8� explicitly includes the ef-
fects of field-induced intramolecular electronic dynamics on
ionization.

By using Eq. �8�, we obtain the populations 
�Sfi�2� of final

continuum states 
f� in ��̃i�t��− ��i�t��. The total ionization
probability is given by

W =
V

�2��3 � dp f�Sfi�2, �9�

where the integration is done over all final states 
f� labeled
as canonical momenta 
p f� of an electron freed from the ion
core, V is a configuration space volume for normalization of
the final states, and �2��3 is the size of a unit volume in
phase space.

We finally specify the radiative interaction Ĥi��t�. First of
all, the use of the dipole approximation is justified because
we are mainly interested in the interaction with near-infrared
light fields. Equation �8� does not formally restrict the op-
tions of the gauge of the field, yet gauge invariance is gen-
erally not preserved in numerical calculations using incom-

plete basis sets �22�. The explicit forms of Ĥi��t� in the
Coulomb and velocity gauges are A�t� · �−i� �+A2�t� /2 and
A�t� · �−i� �, respectively, where A�t� is the vector potential
of the laser field; it is r ·��t� in the length gauge, where ��t�
is the laser electric field. In this study, the length gauge was
chosen to facilitate comparison of our results with those ob-
tained from the accurate grid point method �8�, in which the
length gauge was also used. The results for different gauges
will be reported elsewhere. The analytical form of the one-
electron Volkov state �� f�t�� of canonical momentum p f in
the length gauge is given by

�� f�t�� =
1

V1/2 exp�−
i

2
�

t0

t

d��p f + A����2��p f + A�t�� ,

�10�

where

�r�p f + A�t�� = exp
i�p f + A�t�� · r� . �11�
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In this study, following the idea of the conventional quan-
tum chemistry, we expand the states used in ��i�t�� in terms
of Gaussian basis functions. Then, it is routine to evaluate

the matrix elements of Ĥi��t� on the right-hand side of Eq. �7�
�23�; the coupled equations in Eq. �7� can be solved by using
conventional algorithms such as the Runge-Kutta method. In
the case of one-electron systems, the matrix elements of the

binding potential Ĥf��t� between �� f�t�� and ��i�t�� in Eq. �8�,
as well as the overlaps between them, are reduced to those
between a plane wave �PW� and a Gaussian function �GF�. A
scheme for fast evaluation of the matrix elements is given in
the Appendix. Integration with respect to � in Eq. �8� is car-
ried out numerically by the trapezoidal or Simpson’s rule.

III. RESULTS AND DISCUSSION

In this section, we present the results of application of the
present approach to one-electron systems. We calculated the
ionization probabilities or photoelectron spectra of H and
H2

+ in intense laser fields. In the following results, the ap-
plied laser pulse is assumed to be a linearly z-polarized elec-
tric field ��t� of the form

��t� = �0 sin2��t

T
�cos�	t + 
�

for 0 � t � T; otherwise ��t� = 0, �12�

where �0 is the peak field strength, 	 is the optical frequency,
T is the pulse duration, and 
 is the carrier-envelope phase.
The limits of t0→−� and t→� in Eq. �8� are replaced by
t0=0 and t=T, respectively. We impose the boundary condi-
tion A�T�=0 on the vector potential so that the canonical
momentum p f corresponds to the kinetic momentum mea-
sured by a detector. �Unless T is an integer multiple of 2� /	,
the integral of the field ��t� from t0=0 to t=T, i.e., the dif-
ference between A�T� and A�0�, is nonzero.�

A. Construction of an orbital basis set

We use a set of Gaussian functions of which the exponen-
tial parts are given by 
exp�−�lkr

2� ,k=1, . . . ,Nl� to express
atomic orbitals of the azimuthal quantum number l. First, we
have to construct Gaussian basis functions suitable for the
description of the excited state dynamics involved in ��i�t��.
Gaussian basis sets frequently used for the H atom in ab
initio quantum chemistry calculations, such as the 6-31G�d�
basis set �17�, are inadequate for the present purpose because
they describe the ground state with sufficient accuracy but do
not accurately reproduce the energies of excited states. In the
present study, the exponents 
�lk ,k=1, . . . ,Nl� for l-type or-
bitals are generated by means of the optimal even-tempered
expansion method proposed by Schmidt and Ruedenberg
�24�: the Nl exponents of 
�lk� are functions of only two
adjustable parameters. For various sets of two parameters,
we calculated the energies of H. The two parameters are thus
optimized to minimize the square errors of the calculated
energies of H up to the principal number n=3. We employed
12s /12p Gaussian functions without contraction; for the s

type of optimized orbital, the maximum of 
�l=0,k ,k
=1, . . . ,12� is 98 �1/a0

2� and the minimum is 5.2

10−3�1/a0

2�, where a0 is the Bohr radius; for the p type of
optimized orbital, the maximum of 
�l=1,k ,k=1, . . . ,12� is
7.6 �1/a0

2� and the minimum is 4.4
10−3 �1/a0
2�. Diagonal-

ization of the field-free Hamiltonian with the constructed ba-
sis set excellently reproduces the energies of the ground and
excited states of H2

+ �irrespective of the internuclear dis-
tance� as well as those of H. The quantitative features of the
ionization probabilities and photoelectron spectra of H and
H2

+ did not significantly change when d orbitals were added
to the basis set.

B. Enhanced ionization of H2
+

In the case of molecules, we treat the nuclear degrees of
freedom, such as the internuclear distance R of H2

+, as pa-
rameters. It is known that the ionization probability of H2

+ in
a near-infared intense laser field has a peak or peaks between
internuclear distances R=6a0 and R=10a0 �12�a�–12�c��. En-
hanced ionization of H2

+, i.e., a marked increase in the ion-
ization probability at large internuclear distances, is attrib-
uted to the fact that the dynamical behavior of the bound
electron prior to ionization varies with R �10,11�. It is thus
meaningful to examine whether or not the dependence of the
ionization probability of H2

+ on R is accurately reproduced
by the present approach designed to include the effects of
bound state dynamics. In this subsection, we present the re-
sults of calculation of the total ionization probability of H2

+

as a function of R. The following values are used for the
parameters of the applied pulse: �0=0.05Eh /ea0 �peak light
intensity I0=8.75
1013 W/cm2�, 	=0.06Eh /� �wavelength
�=760 nm�, T=5.25 optical cycles �T=13.3 fs�, and 

=−� /2, where e is the elementary electric charge and Eh is
the hartree. The initial state is 1s�g. The molecular axis is set
to be parallel to the polarization direction z. Then, only �
states are coupled to each other by the dipole interaction with
a z-polarized field.

The ionization probabilities of H2
+ calculated by the

present approach are shown in Fig. 1�a�; the ionization prob-
abilities are also plotted on a logarithmic scale in Fig. 1�b�.
For the expansion of ��i�t�� in Eq. �6�, two sets are em-
ployed. The first set is the full expansion in which ��i�t�� is
expanded in terms of all the 48 � states constructed from the
prepared basis set of s and pz orbitals. In the second set, only
the initial 1s�g state is used for expansion, i.e., ��i�t�� is
fixed to 1s�g as ��i�t��=exp�−iE1s�g

�t− t0����1s�g
�t0��. The

ionization probabilities obtained from the first and second
sets are denoted in Fig. 1 by circles and triangles, respec-
tively. In Fig. 1�a�, the values obtained for the two sets are
multiplied by a factor of 0.063 �irrespective of the value of
R�. Since H2

+ is a one-electron system, we can accurately
solve the TDSE by using a grid representation of the wave
function �8�. The ionization probabilities obtained this way,
regarded as the “exact” or reference values, are denoted by
squares in Fig. 1.

The results of the “exact” simulation show that the ion-
ization probability is maximized at R�10a0. In addition,
there is a rather flat peak around R=7a0. The origins of these
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two peaks have been clarified in previous papers �25� �see
also the discussion below�. In the full expansion case of
��i�t��, the present approach successfully captures the main
feature of enhanced ionization of H2

+, i.e., the above-
mentioned double-peak structure appearing in the “exact”
case of Fig. 1�a�. Although the absolute value of ionization
probability in the full expansion case is larger than the “ex-
act” one �we later discuss what causes the overestimation�,
the overestimation is uniform, about 16-fold, over a wide
range of internuclear distance R. Considering the fact that
only a small number of basis functions are used in the
present approach instead of a huge number of grid points
used in the “exact” simulation, the reproduction of the
double-peak structure is a bit surprising. To analyze it, in the
following, we compare the populations of bound states in
��i�t�� with those in the entire wave packet ��i�t��. We use
the wave packet obtained by the grid representation method
as the “exact” ��i�t��.

Figure 2 shows the temporal change in the populations of
electronic states 1s�g, 2p�u, and 3d�g for the “exact” simu-
lation and the full expansion case. The internuclear distance

is fixed at R=6a0, where 3d�g is the second excited state.
The solid lines denote the exact populations obtained by pro-
jecting each “exact” bound state onto ��i�t��; the dotted lines
denote the projections of the electronic states �expanded in
terms of Gaussian functions� onto ��i�t��. For 1s�g and
2p�u, as shown in Figs. 2�a� and 2�b�, the populations ob-
tained through the above two procedures are nearly equal to
each other. No differences are discernible on the scales of
Figs. 2�a� and 2�b�. Since the lowest two states 1s�g and
2p�u are coupled to each other by the large transition dipole
moment proportional to R /2 and the energy of one photon,
�	, is larger than the energy gap E2p�u

−E1s�g
=0.021Eh at

R=6a0, a significant amount of population is transferred
from 1s�g to 2p�u. This process is interpreted as a popula-
tion transfer due to temporal change in the electric field
�field-induced nonadiabatic coupling �10,11��. If the electric

FIG. 1. Ionization probabilities of H2
+ calculated as a function

of the internuclear distance R: �a� liner scale plot; �b� logarithmic
scale plot. Parameters for the applied laser pulse in Eq. �12� are as
follows: peak light intensity I0=8.75
1013 W/cm2, wavelength
�=760 nm, pulse duration T=13.3 fs, and carrier-envelope phase

=−� /2. The molecular axis is assumed to be parallel to the po-
larization direction z. The ionization probabilities calculated by an
accurate grid point method, regarded as the “exact” or reference
values, are denoted by squares. We tested two sets for the expansion
of ��i�t�� in Eq. �6�. The first set is the full expansion in which
��i�t�� is expanded in terms of all the 48 � states constructed from
the prepared basis set of s and pz orbitals. In the second set, only the
initial 1s�g state is used for expansion. The ionization probabilities
obtained from the first and second sets are denoted by circles and
triangles, respectively. The values obtained from the two sets are
multiplied by a factor of 0.063.

FIG. 2. Temporal change in the populations of electronic states
1s�g, 2p�u, and 3d�g of H2

+ at R=6a0. The applied pulse is the
same as used in the case of Fig. 1. At R=6a0, 3d�g is the second
excited state. The solid lines denote the “exact” populations of the
bound states of the entire wave packet ��i�t�� calculated by a grid
point method; the dotted lines denote the populations of the elec-
tronic states �expanded in terms of Gaussian functions� of the ap-
proximate bound state component ��i�t�� in the 48 � state full ex-
pansion case. The vertical broken lines indicate moments at which
the laser electric field ��t� returns to zero.
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field changes slowly in comparison with the time scale of
electronic motion characterized by the reciprocal of the en-
ergy gap E2p�u

−E1s�g
, i.e., if the process is adiabatic, elec-

tron density is transferred between two nuclei according to
the optical cycle. In the adiabatic limit, the population of
2p�u returns to zero at the moments of ��t�=0. This is not
the case at large R�4a0, as shown in Fig. 2�b�. We have
demonstrated in previous papers that electron localization
due to field-induced nonadiabatic coupling triggers enhanced
ionization. �Another important factor for enhanced ionization
of H2

+ is that the probability of ionization from the populated
2p�u state has a sharp peak �or peaks� in the range between
R=6a0 and R=10a0 �10,11�.� It should be pointed out that
this key population transfer or field-induced electronic dy-
namics is nearly perfectly reproduced by the present ap-
proach.

On the other hand, as shown in Fig. 2�c�, the population
of 3d�g in ��i�t�� gradually deviates from that in ��i�t��. The
deviation originates from the fact that the norm of ��i�t�� in
Eq. �6� is conserved, while the total population of bound
electronic states in ��i�t�� is depleted by ionization. Deple-
tion of the populations of excited states due to field-induced
ionization is not considered in ��i�t��. Overall, the deviation
in the case of 3d�g is however not so significant. Replace-
ment of the bound state component ��bound�t��
	�b��b�t����b�t� ��i�t�� by ��i�t�� in the present approach is
justified by the fact that the populations of low-lying key
excited states such as 2p�u and 3d�g are well estimated by
��i�t��.

We notice two features in Fig. 2�c�: after the pulse has
fully decayed �t�13.3 fs�, while the population of 3d�g in
the exact ��i�t�� almost vanishes, that in ��i�t�� takes a non-
zero value �though it is small�; the population of 3d�g in
��i�t�� somewhat exceeds the “exact” value around and after
the pulse peak. These two features of overestimation become
more and more pronounced for the higher excited states such
as 3p�u. After t�9 fs, the 3p�u population in ��i�t�� is
much larger than that in ��i�t��. The population of a highly
excited bound state can be significantly overestimated. Al-
though the populations of the excited states of which the
energies are higher than that of 3d�g are very small
��0.005�, overestimation of the populations of excited states
in the full expansion case leads to the overestimation of the
ionization probability as shown in Fig. 1�b�.

To investigate the reason for the overestimation of the
ionization probability by the present approach, we analyze
two quantities: �i� the time-dependent ionization probability
PI�t� defined by the population depletion of the “exact” wave
packet in the presence of absorbing boundaries; and �ii�
1− P1s�g

�t�− P2p�u
�t�, where P1s�g

�t� and P2p�u
�t� are the

populations of 1s�g and 2p�u, respectively. The PI�t� is
nearly equal to 1− ��bound�t� ��bound�t��, where the bound
state component ��bound�t�� in ��i�t�� is subject to ionization.
The present approach and the grid point method give the
same value for 1− P1s�g

�t�− P2p�u
�t�. As an example,

1− P1s�g
�t�− P2p�u

�t� and PI�t� for the case of R=6a0 are
plotted in Fig. 3. For clarity, we divide the bound electronic
states into two groups. The first one is Group I consisting of

the lowest two electronic states, 1s�g and 2p�u. The mem-
bers of Group II are bound states higher than 2p�u. The
difference between 1− P1s�g

�t�− P2p�u
�t� and PI�t� is the total

population of Group II.
The quantity 1− P1s�g

�t�− P2p�u
�t� can be divided into the

ionization probability PI�t� and the total population of Group
II. It should be noted in Fig. 3 that whenever the electric field
��t� approaches zero, the population of Group II decreases
while PI�t� increases. This indicates that ionization from a
created excited state higher than 2p�u is completed almost
within one optical cycle. As a result, as shown in Fig. 3,
1− P1s�g

− P2p�u
at t=T is nearly equal to the final ionization

probability at t=T or t=�. As mentioned, 1− P1s�g
�t�

− P2p�u
�t� obtained from ��i�t�� by the present approach is

equal to the “exact” one in Fig. 3. However, in the case of
the present approach, the quantity 1− P1s�g

�t�− P2p�u
�t� does

not include any depletion of the bound state population due
to ionization and hence represents the total population of
Group II in ��i�t��. Here, we define an artificial bound state
component ��i

h�t�� by ��i
h�t��	��i�t��− ��bound�t��. The

component ��i
h�t�� contains excited states of Group II that

are higher than those involved in ��bound�t�� in addition to
those in ��bound�t��.

The wave packet ��i�t�� is thus expressed as

��i�t�� = ��bound�t�� + ��i
h�t�� . �13�

When Eq. �13� is inserted into Eq. �8�, the second term in Eq.
�13�, i.e., ��i

h�t��, causes overestimation of the ionization
probability. We expect that the overlap ��i

h�t� ��bound�t��
�0 because many bound states are commonly involved in
��bound�t�� and ��i

h�t�� so that the sum of the individual over-
laps is close to zero. The total population of the highly lying
bound states of ��i

h�t�� �which in the “real” situation are
subject to prompt ionization� is then nearly given by the
ionization probability PI�t�. �Note that ��bound�t� ��bound�t��
=1− PI�t�.� We found that PI�t� is well approximated by the
form PI�t�= PI�T�f�t�, where f�t� is independent of the inter-

FIG. 3. Time-dependent populations of H2
+ at R=6a0. The ap-

plied pulse is the same as used in the case of Fig. 1. The solid line
denotes the time-dependent ionization probability PI�t� defined by
the population depletion of the “exact” wave packet in the presence
of absorbing boundaries. The dotted line denotes 1− P1s�g

�t�
− P2p�u

�t�, where P1s�g
�t� and P2p�u

�t� are the populations of the
lowest two states 1s�g and 2p�u, respectively. The vertical broken
lines indicate moments at which the laser electric field ��t� returns
to zero.
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nuclear distance R. Moreover, the ionization rates of higher
excited states in ��i

h�t�� are overwhelmingly large and are
uniform irrespective of R. The contribution of ��i

h�t�� to the
calculated ionization probability is thus simply proportional
to PI�T�. Presumably, this is the reason why the overestima-
tion of the ionization probability �16-fold� is uniform over a
wide range of R. This uniformity of the overestimation also
contributes to the reproduction of the double-peak structure
in the R dependence of the ionization probability.

To confirm that the overestimated populations of excited
states lead to the overestimation of the ionization probability,
we introduced phenomenological tunneling rates for indi-
vidual bound states 
��b�t0��� into Eq. �7�. The tunneling rate
for ��b�t0�� was assumed to take a simple form as w

exp�−4�2Ip,b /3���t���, where Ip,b is the ionization potential
for ��b�t0��. The common preexponential factor w was deter-
mined so that the populations of highly excited states in the
calculated ��i�t�� also change temporally in the same manner
as the exact ones in ��bound�t�� decrease owing to ionization.
Then, as expected, the ionization probability calculated using
Eq. �8� was reduced to about one-tenth, being just as large as
the exact ionization probability.

The 1s�g single-state expansion fails to reproduce the
double-peak structure, as shown in Fig. 1. In the case of the
1s�g single-state expansion, the calculated ionization prob-
ability monotonically increases with increase in R. The in-
crease in the ionization probability in the range up to R
�8a0 is ascribed simply to the sharp decrease in the ioniza-
tion potential. Further monotonic increase in the ionization
probability at large R�8a0 is due to the substantial defect
that the effects of intramolecular electronic dynamics such as
population transfer to 2p�u are not taken into account at all
in the 1s�g single-state expansion case.

C. Photoelectron spectrum of H

Recent advanced time-of-flight measurement of photo-
electrons and ions created by laser fields has enabled one to
achieve a momentum resolution better than 0.02 � /a0 �26�.
Observed high-resolution momentum distributions have at-
tracted attention owing to their intriguing structures. For ex-
ample, the measured distribution of the photoelectron �or
ion� momentum perpendicular to the polarization direction of
an applied intense laser field displays a sharp cusp-like peak
at the transverse momentum p�=0 with a broad low inten-
sity component. This feature of the transverse momentum
distribution is observed for single ionization of noble gas
atoms and H2 and considered a general phenomenon, irre-
spective of the systems �19�.

Dimitriou et al. �27� performed a full quantum calculation
of an H atom and a quasiclassical trajectory Monte Carlo
calculation including tunneling effects �CTMC-T�. In both
calculations, a cusp structure in the transverse momentum
distribution is reproduced. When the Coulomb interaction for
the outgoing trajectories is switched off in CTMC-T calcula-
tion, the transverse momentum distribution reverts to a
Gaussian-like distribution with a maximum at p�=0, as pre-
dicted by standard tunneling theory �28�. In a very recent
study, Rudenko et al. performed calculations using the KFR

S-matrix approach �19�. The “cusp” appears when a
Coulomb-Volkov state is used as a final electron state and it
does not appear when a Volkov state is used. Because of this
fact, they have attributed its origin to the long-range Cou-
lomb interaction between the emitted electron and the re-
maining ion core, i.e., the final-state effects due to two-body
Coulomb interaction. They have also attributed the broad
low intensity component in the transverse momentum distri-
bution to “rescattering” �29�.

Since in the present version of our approach a plane wave
or Volkov state is employed as the final state, it cannot re-
produce the “cusp” originating from the final-state Coulomb
interaction. It is however interesting to apply the present ver-
sion to the calculation of the photoelectron momentum dis-
tribution of H to clarify the performance or limitation of the
present version. For an applied pulse, we adopt the same
parameters as Dimitriou et al.: �0=0.075Eh /ea0 �I0=2.0

1014 W/cm2�, 	=0.05Eh /� ��=910 nm�, T=4 optical
cycles �T=12.2 fs�, and 
=0.

Distributions of transverse momentum p�= px for three
cases are shown in Fig. 4�a�. The three-dimensional distribu-
tion is integrated over the other transverse momentum py and
the longitudinal momentum p� = pz, as in �19,27�. The solid
line denotes the transverse momentum distribution in the
case of the full expansion of ��i�t��, i.e., where ��i�t�� is
expanded in terms of all 24 states constructed from the
present basis set of s and pz types of Gaussian functions. The
dotted line indicates the transverse momentum distribution
for the case in which ��i�t�� is expanded in terms of the
lowest seven states of the field-free Hamiltonian. The photo-
electron yield is multiplied by a factor of 1.6 to fit the maxi-
mum value at p�=0 to that in the full expansion case. The
dash-dotted line denotes the transverse momentum distribu-
tion for the expansion of ��i�t�� in terms of the initial state 1s
orbital alone, i.e., ��i�t��=exp�−iE1s�t− t0����1s�t0��. The
multiplication factor is 30. The distributions for negative p�

are the mirror images of those for positive p�.
For the full expansion and seven-state expansion cases,

the peak of the distribution at p�=0 is as sharp as that in the
CTMC-T or the full quantum calculation by Dimitriou et al.
However, the second order differential coefficients of the
transverse momentum distributions at p�=0 in Fig. 4�a� are
all negative, whereas the second order differential coefficient
of a “cusp” is positive. The distribution for the one-state
expansion of ��i�t��=exp�−iE1s�t− t0����1s�t0�� shows an
even rounder peak at p�=0. No “cusps” are reproduced in
the present results.

Analysis of the present results, however, provides a clue
to understanding field-induced dynamics of an electron in a
Coulomb field. Figure 4�a� has shown that the width of the
peak at p�=0 becomes narrower if excited states are in-
cluded in ��i�t��. The half width at half maximum �HWHM�
in the 1s single-state expansion case is larger than that of the
seven-state or full expansion case where excited states are
involved in the time-evolving wave packet ��i�t��. The nar-
rowing of the peak can be explained by expansions in terms
of 1s, 2s, and 2pz. Using these three states, we calculated
transverse momentum distributions. The thin solid line
shown in Fig. 4�b� denotes the distribution for the
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three-state expansion ��i��t��=c1s�t���1s�t��+c2s�t���2s�t��
+c2pz

�t���2pz
�t��. The bold solid line denotes the momentum

distribution for the case in which only the 1s component in
��i��t�� is used for the calculation, i.e., c1s�t��0 and c2s�t�
=c2pz

�t�=0. The dotted and dash-dotted lines denote the mo-
mentum distributions for the 2s and 2pz components in

��i��t��, respectively. Each curve is multiplied to fit the peak
values to that in the three-state expansion case. The multipli-
cation factors for the 1s, 2s, and 2pz component cases are 48,
2.5, and 2.4, respectively.

The width of the transverse momentum distribution in the
2s component case is the narrowest. The momentum distri-
bution in a single-component case reflects the width in the
momentum representation of the corresponding field-free
wave function. For example, the shape of the momentum
distribution curve in the 2s component case is nearly identi-
cal to that in the 2s state expansion case of ��i�t��
=exp�−iE2s�t− t0����2s�t0�� and also identical to the momen-
tum representation of the 2s wave function itself. The radial
wave function of an H atom becomes broader as the principal
number n increases. The width of the wave function in the
transverse direction x or y depends also on the azimuthal and
magnetic quantum numbers. Compared to the transverse spa-
tial width of the 2s wave function, that of 2pz is small �be-
cause of its unisotropic spherical harmonic function�; the or-
der of the transverse width is 1s�2pz�2s. Hence, in
transverse momentum space, the width of 2s is the smallest
among the three states.

In the low-momentum domain of p��0.2� /a0, as shown
in Fig. 4�b�, the peak width of the photoelectron yield curve
in the three-state expansion is as narrow as the width in the
2s component case; the relative photoelectron yield curve in
the three-state expansion case is closer to that in the 2s com-
ponent case than that in the 2pz component case, although
the 2s and 2pz components in the three-state expansion
��i��t�� have almost the same magnitude. The proximity of
the three-state expansion case to the 2s component case in
the low-momentum domain is attributed to the interference
originating from a linear combination of the three states in
��i��t��, i.e., the effects of motion of the wave packet. In fact,
the interference between the 2s and 2pz components is im-
portant. We have confirmed that the relative yield curve in
the three-state expansion case is reproduced by the linear
combination of the two components in ��i��t��, i.e.,
c2s�t���2s�t��+c2pz

�t���2pz
�t��.

In the low-momentum domain, the relative photoelectron
yield curves for the three-state, seven-state, and full expan-
sion cases are nearly the same; i.e., the main feature of the
yield curve is governed by the 2s and 2pz components in
��i�t�� irrespective of the presence of the other components.
The importance of the 2s and 2pz states comes from the fact
that the populations of the 2s and 2pz states are much larger
than those of the other excited states.

However we notice that the distribution in the high-
momentum domain �p��0.4� /a0� depends on how many
excited states are taken into account besides the 2s and 2pz
states. Transverse momentum distributions for various cases
are plotted on a logarithmic scale in Fig. 5. The dash-dotted,
dotted, and solid bold lines represent the momentum distri-
butions for the three-state, seven-state, and full expansion
cases, respectively. The solid and broken thin lines represent
the momentum distributions for 1s and 2s single-state expan-
sions, respectively. �In the case of the 2s single-state expan-
sion, the initial state is assumed to be 2s.� The multiplication
factors for fitting to the peak value in the full expansion case

FIG. 4. Distributions of transverse momentum p�= px of H �in-
tegrated over the other transverse momentum py and p� = pz� based
on the present theoretical treatment. Parameters for the z-polarized
applied field are as follows: peak light intensity I0=2.0

1014 W/cm2, wavelength �=910 nm, pulse duration T=12.2 fs,
and carrier-envelope phase 
=0. The solid line in �a� denotes the
transverse momentum distribution in the case of the full 24-state
expansion of ��i�t�� constructed from the present basis set of s and
pz orbitals. The dotted and dash-dotted lines in �a� indicate the
transverse momentum distributions for the seven-state and 1s
single-state expansion cases, respectively. The yields in the seven-
state and 1s single-state expansion cases are multiplied by 1.6 and
30, respectively, so that the scaled peak values at p�=0 are the
same for the three cases. The thin solid line in �b� denotes the
distribution for the three-state expansion ��i��t��=c1s�t���1s�t��
+c2s�t���2s�t��+c2pz

�t���2pz
�t��. The bold solid line in �b� denotes

the momentum distribution for the case in which only the 1s com-
ponent in ��i��t�� is used for the calculation, i.e., c2s�t�=c2pz

�t�=0.
The dotted and dash-dotted lines in �b� denote the momentum dis-
tributions for the 2s and 2pz components, respectively. The photo-
electron yields in the 1s, 2s, and 2pz component cases are multi-
plied by 48, 2.5, and 2.4, respectively.
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are as follows: 0.69 for the three-state expansion, 1.6 for the
seven-state expansion, 30 for the 1s single-state expansion,
and 4.1
10−3 for the 2s single-state expansion, respectively.
The distribution curves for the multistate expansion cases
change their slopes around p�=0.4� /a0−0.6� /a0. The exis-
tence of this broad component is due to the dynamical effects
of the time-evolving wave packet because the distribution for
a single-state expansion case exhibits a monotonic decrease
as shown in Fig. 5 and the slope of the tail beyond p�

=0.6� /a0 becomes gentler as the number of excited states is
increased. This finding is consistent with the conclusion of
Rudenko et al. that the broad low intensity component in the
transverse momentum distribution is due to “rescattering”
�19�. Although ��i�t�� covers only a limited configuration
space, the mixing of bound excited states in ��i�t�� enables
the wave packet to mimic the effects of “on the way out”
scattering �7�b�� or “rescattering.”

Photoelectron spectra �energy distributions� calculated for
the same pulse as in the cases of Figs. 4 and 5 are plotted in
Fig. 6. The bold and thin lines correspond to the seven-state
and 2s single-state expansion cases, respectively. �The values
in the latter case are multiplied by a factor of 5.0
10−3.� In
both cases, above-threshold ionization �ATI� peaks appear at
intervals of photon energy �	, although the peaks are much
sharper in the latter case. According to a classical model, if
an electron does not interact with the remaining ion after the
first step of ionization �direct ionization�, the photoelectron
intensity has a cutoff around the energy of 2Up, where
Up�=�0

2 /4	2� is the ponderomotive energy ��15.3 eV in this
case�. As expected, the intensity in the single-state expansion
case falls off beyond �30 eV. In contrast, an extended pla-
teau beyond 2Up appears in the seven-state expansion case,

which indicates that the effects of dynamical motion of the
wave packet are indeed taken into account in the present
approach, albeit in an incomplete fashion.

IV. CONCLUSIONS

In this study, we combined a wave-packet propagation
method for bound electronic state dynamics with the intense-
field S-matrix theory to calculate the ionization probability of
an atom or a molecule in an intense near-infrared laser field.
Our approach is applicable to pulse excitation cases. To be-
gin with, the wave packet composed of only bound states,
��i�t��, is introduced. Then, the entire wave function ��i�t��
in the integral kernel in the post form of the solution of the
time-dependent Schrödinger equation, Eq. �3�, is approxi-
mated by ��i�t��; moreover, the bound state component of
��i�t�� is replaced by ��i�t�� in the evaluation stage of the
S-matrix element of Eq. �5�. In the present method, the ad-
vantage of the use of the post form of ��i�t�� is twofold.
First, the effects of both Coulomb field and radiation field on
the bound electron�s� are reproduced by ��i�t�� in a nonper-
turbative way. Second, the effects of a radiation field on a
freed electron are also taken into account in a nonperturba-
tive way as in the KFR theory.

The present method can quantitatively reproduce the de-
pendence of the ionization probability of H2

+ on the internu-
clear distance R, i.e., the double-peak structure at large R
obtained by the accurate grid propagation method, even if
only a small number ��48� of Gaussian basis functions are
used in the expansion of ��i�t��. The reproduction of the
double-peak structure establishes the conclusion that the pro-
cess of field-induced nonadiabatic electronic dynamics asso-
ciated with population transfer from 1s�g to 2p�u induces

FIG. 5. Transverse momentum distributions of H on a logarith-
mic scale. The applied pulse is the same as used in the case of Fig.
4. The dash-dotted, dotted, and solid bold lines represent the mo-
mentum distributions for the three-state, seven-state, and full expan-
sion cases, respectively. The solid and broken thin lines represent
the momentum distributions for 1s and 2s single-state expansions,
respectively. The photoelectron yields in the three-state and seven-
state expansion cases are multiplied by 0.69 and 1.6, respectively;
those in the 1s and 2s single-state expansion cases are multiplied by
30 and 4.1
10−3, respectively.

FIG. 6. Photoelectron spectra of H. The applied pulse is the
same as used in the case of Fig. 4. The bold and thin lines corre-
spond to the seven-state and 2s single-state expansion cases, respec-
tively. �The values in the latter case are multiplied by a factor of
5.0
10−3.� Above-threshold ionization �ATI� peaks appear at inter-
vals of photon energy �	. The intensity in the single-state expan-
sion case falls off beyond the energy of 2Up�30.6 eV, while an
extended plateau beyond 2Up appears in the seven-state expansion
case �where Up is the ponderomotive energy�.
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enhanced ionization. Population transfer from 1s�g to 2p�u
is nearly perfectly reproduced by the present approach. We
confirmed that the populations of low-lying key excited
states such as 2p�u and 3d�g are well estimated by ��i�t��.
However, the populations of the higher excited states are
significantly overestimated, which leads to the overestima-
tion of the absolute value of the total ionization probability.
The next step to improve the present method is to consider
depletion of the populations of excited states due to field-
induced ionization by imposing an absorbing boundary on
��i�t��.

We also applied the method to calculate the photoelectron
momentum distribution of H in an intense near-infrared field.
If the lowest three states �1s, 2s, and 2pz� or more states are
included in ��i�t��, the peak of the transverse momentum
distribution at p�=0 is as sharp as that in the CTMC-T or the
full quantum calculation by Dimitriou et al. �27�. However,
“cusps” at p�=0 do not appear. This indirectly supports the
conclusion by Rudenko et al. �19� that the effects of the
long-range Coulomb interaction in the final state are respon-
sible for the experimentally observed cusp structure because
the present version of our approach employs a plane wave or
Volkov state as the final state. In the low-momentum domain
of p��0.2� /a0, the main feature of the yield curve is gov-
erned by the 2s and 2pz components in ��i�t�� irrespective of
the presence of the other components. The importance of the
2s and 2pz states comes from the fact that the populations of
the 2s and 2pz states are much larger than those of the other
excited states.

The distribution curves for multistate expansion cases
change their slopes around p�=0.4� /a0−0.6� /a0. The exis-
tence of this broad low intensity component is due to the
dynamical motion of the time-evolving wave packet ��i�t��.
This finding is consistent with the conclusion of Rudenko et
al. that the broad low intensity component in the transverse
momentum distribution is due to “rescattering.” A signature
of “rescattering” is also printed in the photoelectron energy
spectrum; an extended plateau beyond 2Up appears. Al-
though ��i�t�� covers only a limited configuration space, it
turned out that the mixing of bound excited states in ��i�t��
provides a proper nonperturbative description of electronic
dynamics in the presence of both Coulomb and laser fields.

One of the advantages of this approach is that only a
small number of basis functions are required. We are apply-
ing it to two-electron systems such as the H2 molecule or He
to investigate the effects of electron correlation. The effects
of electron correlation on excited state dynamics are not fully
taken into account even in current time-dependent density
functional theory �30�. We expect that the present approach
designed for the reproduction of bound excited state dynam-
ics can capture the feature of enhanced ionization of poly-
atomic multielectron molecules.
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APPENDIX: INTEGRALS BETWEEN HYBRID GF-PW
BASIS FUNCTIONS

The matrix elements between a plane wave �PW� and a
Gaussian function �GF� can be expressed by more general
forms, namely, matrix elements between hybrid GF-PW ba-
sis functions. There is much work on the integrals between
Gaussian functions �23�. McMurchie and Davidson �MD�
presented a sophisticated algorithm to evaluate the integrals
between Gaussian functions �31�. The MD algorithm takes
advantage of the property of the Hermite polynomial to
expand the integral in terms of auxiliary functions. Ta-
chikawa and Shiga �TS� applied the MD algorithm to the
evaluation of matrix elements between hybrid GF-PW basis
functions �32�. In this Appendix, we thoroughly follow the
original MD algorithm and derive, in a stepwise manner,
recursion formulas for obtaining the overlap and nuclear at-
traction �binding potential� integrals involving hybrid GF-
PWs. We also outline computational algorithms to evaluate
the integrals in auxiliary functions involved in the recursion
formulas.

Expansion of integrals

A hybrid GF-PW basis function �A is characterized by a
positive exponent �A, central position RA, and central mo-
mentum pA:

�A = �
k=x,y,z

�rk − RAk�nAk


exp�− �A�r − RA�2�exp�ipA · �r − RA�� , �A1�

where r denotes the electronic coordinate and nAk are nonne-
gative integers. The product of two hybrid GF-PWs is given
by

�A
*�B = EAB �

k=x,y,z
�rk − RAk�nAk�rk − RBk�nBk


exp�− �P�r − P�2 + ipr� , �A2�

where

�P 	 �A + �B, P 	
�ARA + �BRB

�P
, p 	 pB − pA,

EAB 	 exp
−
�A�B�RA − RB�2

�P
+ i�pARA − pBRB�� .

�A3�

Following the procedure by MD, we introduce the function
�Nk

as
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�Nk
�rk − Pk;�P�exp�− �P�r − P�2�

= � �

�Pk
�Nk

exp�− �P�r − P�2� , �A4�

where Nk are integers. From the above definition, �Nk
is

related to the Hermite polynomial HNk
by

�Nk
�rk − Pk;�P� = �P

Nk/2HNk
��P

1/2�rk − Pk�� . �A5�

The Hermite polynomials are defined as

HNk
�u� 	 �− 1�Nk exp�u2�

dNk

duNk
exp�− u2� , �A6�

which obey the recursion relation

uHNk
�u� = NkHNk−1�u� + 1

2HNk+1�u� . �A7�

We can thus obtain the following recursion formula for
�Nk

�rk− Pk ;�P� by inserting the relation of Eq. �A5� into Eq.
�A7�:

�rk − RAk��Nk
= Nk�Nk−1 + �Pk − RAk��Nk

+
1

2�P
�Nk+1.

�A8�

Let us revert to Eq. �A2� and expand the preexponential
polynomials as follows:

�rk − RAk�nAk�rk − RBk�nBk = �
Nk=0

nAk+nBk

dNk

nAk,nBk�Nk
�rk − Pk;�P� .

�A9�

From Eq. �A8�, one obtains the recursion relations for the
coefficient dNk

nAk,nBk

dNk

nAk+1,nBk =
1

2�P
dNk−1

nAk,nBk + �Pk − RAk�dNk

nAk,nBk + �Nk + 1�dNk+1
nAk,nBk,

�A10a�

dNk

nAk,nBk+1 =
1

2�P
dNk−1

nAk,nBk + �Pk − RBk�dNk

nAk,nBk + �Nk + 1�dNk+1
nAk,nBk,

�A10b�

with the initial condition d0
00=1. All the coefficients are de-

termined by Eqs. �A10a� and �A10b�. Equations �A10a� and
�A10b� have already been derived by MD or TS.

The expansion �A9� crucially simplifies the calculation
scheme for the matrix elements between hybrid GF-PWs by
converting �rk−RAk�nAk�rk−RBk�nBk into a sum of derivatives
of exp�−�P�r−P�2� with respect to Pk. Differentiations with
respect to Pk can be carried out outside of the integral over r.
Hence, the matrix element of a physical quantity ��r� be-
tween hybrid GF-PWs can be expressed as

��A����B�

= EAB �
Nx=0

nAx+nBx

�
Ny=0

nAy+nBy

�
Nz=0

nAz+nBz

dNx

nAx,nBxdNy

nAy,nBydNz

nAz,nBz


�NxNyNz��� , �A11�

where �NxNyNz ��� are given by

�NxNyNz��� 	 �
k=x,y,z

� �

�Pk
�Nk� dr��r�


exp�− �P�r − P�2 + ipr� . �A12�

The problem is thus recast into the evaluation of �NxNyNz ���
for all the allowed values of �Nx ,Ny ,Nz�. By completing the
square on the exponential in Eq. �A12�, one obtains

�NxNyNz��� = exp�−
p2

4�P
+ ipP� �

k=x,y,z
�ipk +

�

�Pk
�Nk


� dr��r�exp�− �P�r − P̃�2� , �A13�

where

P̃ 	 P + i
p

2�P
. �A14�

In the following subsections, we derive the formulas of
�NxNyNz ��� for the overlap and nuclear attraction integrals.

Overlap integrals

The overlap integral is easily derived by setting ��r�=1 in
Eq. �A13�:

�NxNyNz�1� = exp�−
p2

4�P
+ ipP�� �

�P
�3/2

�
k=x,y,z

�ipk�Nk.

�A15�

Nuclear attraction integrals

In the case of the nuclear attraction integral, ��r� is re-
placed by rC

−1	�r−C�−1, where C denotes the nuclear coor-
dinate. According to Boys �33�, the integral in Eq. �A13� for
the nuclear attraction integral is given by

� dr
1

rC
exp�− �P�r − P̃�2� =

2�

�P
F0�T� , �A16�

where

T 	 �P�P̃ − C�2, F0�T� = �
0

1

du exp�− Tu2� . �A17�

Here, we define the auxiliary function RNxNyNz
as

RNxNyNz
	 �

k=x,y,z
�ipk +

�

�Pk
�Nk

F0. �A18�

The nuclear attraction integral is then written as
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�NxNyNz�rC
−1� = exp�−

p2

4�P
+ ipP�2�

�P
RNxNyNz

�T� .

�A19�

To derive recursion formulas for the evaluation of RNxNyNz
,

we introduce two sets of functions. We first define the com-
plex Hermite polynomials HNk

c by treating the argument in
Eq. �A6� as a complex number. Since HNk

c are obtained sim-
ply by extending the argument of HNk

to the complex number
plane, HNk

c satisfy the same recursion relation as in Eq. �A7�.
We also define more general complex functions GNk

as

GNk
�v;�� 	 �− 1�Nk exp�v2��i� +

d

dv
�Nk

exp�− v2� ,

�A20�

where v is a complex number. Note that setting �=0 reduces
GNk

to the complex Hermite polynomial HNk

c . Using the bi-
nomial theorem, we can expand GNk

in terms of HNk

c :

GNk
�v;�� = �

m=0

Nk �Nk

m
��− i��Nk−mHm

c �v� . �A21�

Then the following recursion relation for GNk
is derived from

that for HNk

c :

�v −
i�

2
�GNk

= NkGNk−1 +
1

2
GNk+1. �A22�

By using GNk
, we can express RNxNyNz

as the following
integral form:

RNxNyNz
�T� = �

0

1

du exp�− Tu2� �
k=x,y,z

�− �P
1/2u�Nk


GNk
�P
1/2�P̃k − Ck�u;

pk

�P
1/2u

� . �A23�

A way to evaluate RNxNyNz
is found by introducing the more

general integrals as

RNxNyNz j�T� = �− 2�P� j�
0

1

duu2j exp�− Tu2� �
k=x,y,z


�− �P
1/2u�NkGNk
�P

1/2�P̃k − Ck�u;
pk

�P
1/2u

� .

�A24�

The recursion formulas for RNxNyNz j can be derived from Eq.
�A22�:

RNx+1NyNz j = NxRNx−1NyNz j+1 + ipxRNxNyNz j

+ �P̃x − Cx�RNxNyNz j+1, �A25a�

RNxNy+1Nz j = NyRNxNy−1Nz j+1 + ipyRNxNyNz j

+ �P̃y − Cy�RNxNyNz j+1, �A25b�

RNxNyNz+1j = NxRNxNyNz−1j+1 + ipzRNxNyNz j

+ �P̃z − Cz�RNxNyNz j+1. �A25c�

All of the RNxNyNz
�=RNxNyNz0

� are thus generated from Eqs.
�A25a�–�A25c� and the initial condition

R000j = �− 2�P� jFj , �A26�

where

Fj�T� = �
0

1

duu2j exp�− Tu2� . �A27�

The remaining problem to be solved is how to compute the
complex function Fj.

Computational algorithms for Fj

Fast and accurate computational methods are required for
the evaluation of Fj. For �T��1, the Maclaurin series expan-
sion �34� is useful. For the other region except Re T�−1, we
use the exact upward recursion relation

Fj+1�T� =
�2j + 1�Fj�T� − exp�− T�

2T
, �A28�

and therefore all the Fj are obtained from F0. Through a
simple variable transformation, F0 can be expressed by using
the complementary error function �erfc�

F0�T� =
1

2
��

T
�1/2

�1 − erfc�T1/2�� . �A29�

The function erfc is related to the Faddeeva function w by

erfc�T1/2� = exp�− T�w�iT1/2� , �A30�

and the computational algorithm for the Faddeeva function is
available �35�.

For Re T�−1, �F0� is too large to numerically calculate.
In order to avoid the problem, we define

F̃j�T� 	 exp�T�Fj�T� , �A31�

R̃NxNyNz j�T� 	 exp�T�RNxNyNz j�T� . �A32�

Then Eq. �A19� can be rewritten using R̃NxNyNz
:

�NxNyNz�rC
−1� = exp�− �P�P − C�2 + iPC�

2�

�P
R̃NxNyNz

�T� .

�A33�

Multiplying both sides of Eqs. �A25a�–�A25c� by exp�T�
yields the recursion relations for R̃NxNyNz j. The initial condi-

tion for R̃NxNyNz j is given by R̃000j = �−2�P� jF̃j, as in Eq.
�A26�. The counterparts of Eqs. �A28� and �A29� are

F̃j+1�T� =
�2j + 1�F̃j�T� − 1

2T
, �A34�
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F̃0�T� =
1

2
��

T
�1/2

exp�T��1 − erfc�T1/2�� , �A35�

respectively. For the case of �T�→� and �arg T1/2��3� /4,
the asymptotic expansion of erfc is available �36�:

erfc�T1/2� �
exp�− T�
��T�1/2 �

m=0

�
�− 1�m�2m − 1�!!

�2T�m , �A36�

where �−1�!!	1. This asymptotic expansion can be used in
the case of Re T�−1 which automatically satisfies

�arg T1/2��3� /4. By inserting Eq. �A36� into Eq. �A35� and
neglecting the first term in Eq. �A35� �since �exp�T���1�,
one obtains

F̃0�T� � − �
m=0

�
�− 1�m�2m − 1�!!

�2T�m+1 . �A37�

The larger �T� is, the faster F̃0 converges. Usually no more

than several terms are required. From F̃0, one can evaluate F̃j

using Eq. �A34�; then, R̃NxNyNz j in Eq. �A33� are obtained.
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