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Static properties and spin dynamics of the ferromagnetic spin-1 Bose gas in a magnetic field
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The properties of spin-1 Bose gases with ferromagnetic interactions in the presence of a nonzero magnetic
field are studied. The equation of state and thermodynamic quantities are worked out with the help of a
mean-field approximation. The phase diagram besides Bose-Einstein condensation contains a first-order tran-
sition where two values of the magnetization coexist. The dynamics is investigated with the help of the random
phase approximation. The soft mode corresponding to the critical point of the magnetic phase transition is

found to behave like in conventional theory.
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I. INTRODUCTION

Atomic Bose gases consisting of atoms with spin 1 can
exhibit a spinor condensate, which has attracted considerable
attention in recent years [1-16]. Such gases have interesting
properties also before the Bose-Einstein condensation (BEC)
sets in. This is particularly true when the coupling between
the spin degrees of freedom prefers ferromagnetic ordering.
Such a system can be realized by the gas of 87Rb atoms. A
87Rb atom has a nuclear spin of j=3/2 and an electron spin
of s=1/2; therefore, its net spin can be F=1 or F=2. Since
the energy of the F=1 multiplet is smaller than that of the
F=2, the population in the F=2 multiplet dwindles at suffi-
ciently low temperatures, resulting in a gas of purely spin-1
(three-component) bosons [6,7].

At zero external magnetic field it has been found that
when lowering the temperature a transition to the ferromag-
netic state can occur first which can be first or second
order as well depending on the strength of the spin-spin in-
teraction [17,18]. The transition to the Bose condensed phase
can also be first or second order according to mean-field
theory results. Note that the tendency towards ferromagnetic
ordering is present in the Bose gas formed by atoms with
nonzero spin even in the case when only a spin-independent
interaction acts between the atoms (or the gas is ideal)
[19-22]. The effects of an external magnetic field have been
studied for the free Bose gas in Ref. [22]. In the present
paper a gas of spin-1 bosons is investigated in the presence
of an interaction of ferromagnetic type and a nonzero mag-
netic field.

The system is supposed to be translationally invariant
with a homogeneous magnetic field pointing to the z direc-
tion. The Hamiltonian takes the following form:
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where a'(k) and a,(k) create and destroy one-particle plane-
wave states with momentum k and spin projection r. The
spin index r refers to the eigenvalue of the z component of
the spin operator and can take values from +, 0, —. In this
basis the spin operators are given by
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In Eq. (1), e,=h%k?/2M refers to the kinetic energy of an
atom (M is the mass of an atom), w to the chemical potential,
g to the gyromagnetic ratio, ug to the Bohr magneton, B to
the modulus of the homogeneous magnetic field, V is the

volume of the system, and V:;S, the Fourier transform of the
two-particle interaction potential, which for the low-
temperature, dilute gas can be modeled by the momentum-
independent s-wave scattering amplitude given for spin-1
bosons by [5-7,23,24]
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V:;s/ = Cnarsar’s’ + Cs(F)rs(F)r’s' 5 (3)
with parameters
47h? ay+2a
¢, = et (4a)
M 3
4mh?ay—a
Cs = _u . (4b)
M 3

The parameters a,>0 and a, >0 are the scattering length in
the total hyperfine spin channels 0 and 2, respectively. Note
that ¢, <0 for the gas of ’Rb atoms [25]. For such a system
it is energetically favorable to align the spins along one di-
rection; i.e., the system has a ferromagnetic coupling [6,7].
In this paper we assume such a system.

The outline of the paper is as follows. In Sec. II the Har-
tree equation of state of the dilute and low-temperature, in-
teracting spin-1 Bose gas is given in the presence of a non-
zero magnetic field. In Sec. III the magnetic susceptibility of
the system is investigated in the uncondensed phase. Section
IV is devoted to the determination of correlation functions of
generalized density operators, which are used in Sec. V to
express the linear response functions of the system. With the
help of the response functions further static properties and
the spin dynamics of the system are also investigated. In Sec.
VI the results are summarized.

II. EQUATION OF STATE

For the spin-1 Bose gas the Hartree approximation [26]
yields a plausible set of equations, which form the equation
of state of the system. As a matter of fact, as we will see, this
leads to a magnetic mean-field approach. The first equation
in the set expresses the total density as the sum of the density
of the condensate and that of the different spin projections of
the noncondensate and reads as

n=ng+n, +ny+n’, (5)

where n=N/V the total density of atoms in the gas, ng
=Ny/V the density of the Bose-Einstein condensed atoms,
and

nl=> . (6a)
K

is the density of the noncondensed atoms with spin projec-
tion r, where

, 1
nk,r= B H > (6b)
eFfrr—1
sEr =ex— u+cn+r(ime,—gugB). (6¢)

In the last equation m is the magnetization density of the
system (see below) and B=1/kgT is the inverse temperature.
The term rmc, can be interpreted as the energy shift of the
internal state r arising from a “molecular field.” The formula
is quite plausible and can be derived from a self-consistent
Hartree approximation in the Green’s function technique.

PHYSICAL REVIEW A 72, 023617 (2005)

The next equation of the set is the expression of the magne-
tization density m, and it takes the following form:
m=ny+n,—n’, (7)
since the condensate spinor points to the z direction. In the
case, when ny=0—i.e., the system is not Bose-Einstein
condensed—Eqs. (5) and (7) together with expressions (6)
form a closed set of equations, and with knowledge of the
temperature, the magnetic field and particle density can be
solved for the chemical potential and magnetization density.
However, with lowering the temperature, one arrives at a
point when the lowest bound of the energy expression will be
Zero: sf){’ .=0; i.e., the chemical potential will reach the value
of u=c,n+cym—gugB, which means that n_,=[exp(Be)
— 177", so the system undergoes Bose-Einstein condensation.
The expression for p remains true at lower temperatures; i.e.,

0=no[— p+c,n+cym—gupB] (8)

holds. The multiplicative factor n is used to make the equa-
tion valid for the high-temperature phases as well, where
ny=0. In conclusion Egs. (5), (7), and (8) together with ex-
pressions (6) form a closed set of equations for all possible
temperature values, which is considered as the equation of
state of the spin-1 Bose gas with ferromagnetic interactions
in the presence of a magnetic field. Our equation of state
compares for zero magnetic field with that obtained by Gu
and Klemm [17] in a completely different approach, while
for ¢;,=0 it becomes similar to that of the free Bose gas
treated in a nonzero magnetic field by Simkin and Cohen
[22].

For the solution of the equation of state let us restrict
ourselves to the case with fixed particle density, magnetic
field, and temperature; i.e., Egs. (5), (7), and (8) are solved
for (u,m,ngy) with (n,B,T) fixed. It is important to note that
with introducing u'=u—c,n the effect of ¢,n can be incor-
porated into the chemical potential for a fixed particle den-
sity. Detailed investigations show that the magnetic separa-
tion found is accompanied by the separation of density. The
density difference, however, between the phases is smaller
by a factor of the order of |c,|/c, than the density itself. To
concentrate to the magnetic properties alone we disregard the
phase separation in the density. The phase diagram including
phase separation will be published elsewhere [27].

The BEC transition temperature of the homogeneous
spin-1 Bose gas is given by

271%2 n 2/3

To=—— :
|3
2

and by taking T, to be, e.g., 200 nK (as is typical in experi-
ments [28,29]) the particle density is given by fundamental
constants (apart from the mass of the atoms in the gas). For
the case of *’Rb atoms, with Ty=200 nK the particle density
by Eq. (9) is n=10?" m~ to a very good approximation. It is
convenient to introduce the following dimensionless param-
eter:

)
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which can be interpreted as a sort of mean-field energy in
units of kgT).

By solving the equation of state the domain of €, can be
divided into four parts according to the character of the oc-
curring magnetic and BEC phase transitions. In the first re-
gion, when €, is greater than a certain value (&> 6(1)
~1.22) there exists a paramagnetic-ferromagnetic transmon
for B=0 at T=T\; above the BEC transition Tggc. Such a
phase diagram is depicted in Fig. 1(a) for €,=1.4. Both tran-
sitions are continuous for these values of €; the magnetic
transition exists only in the absence of a magnetic field and
its critical temperature is higher than the BEC transition tem-
perature. At this point we note that in case of zero external
magnetic field the magnetic transition and its relation to the
BEC have been investigated previously in detail with the
help of a magnetic mean-field theory [17] and in the frame-
work of a Landau theory [18].

If the value of e, is smaller than eil), the magnetic transi-
tion at B=0 becomes a first-order one. Therefore the point (
€ —e(l) B=0) can be understood as a tricritical point for the
magnetic transition, since it separates the regions of first-
order and continuous transitions. The first-order transition
survives even in the presence of a small magnetic field, lead-
ing to the coexistence of two phases with different magneti-
zations. The transition, called the magnetic transition (MT)
in the following, ends in a magnetic critical point (MCP),
specified by the critical value of the temperature 7, and that
of the magnetic field B, for fixed €,. Note that a first-order
phase transition due to an external field coupled to the order
parameter was observed in the ferroelectric BaTiOg already
in 1953 [30,31]. If at the same time €, >e )~0.78, BEC
remains a continuous phase transition and the phase diagram

order at B=0. However, for gupB/kgTy>1 the system be-
haves like the gas of noninteracting scalar particles with a
continuous BEC phase transition at 3*37,; therefore, there
must be a critical magnetic field value BE,) which is also a
tricritical point, but in the sense of the BEC transition, which
separates the first-order BEC in a small magnetic field from
the continuous BEC in a strong magnetic field. Such a phase
diagram is plotted in Fig. 1(c) for €=0.72. As long as €
> % ~0.62 there exists another critical magnetic field value
(B( ) above which there is no magnetic transition (magneti-
zation behaves analytically).

For ¢ <E(3) the two critical magnetic field values are
equal (B(l) —B(z) A phase diagram for this situation is
shown in Fig. 1(d) for €,=0.6.

After discussing the above four possible situations (ac-
cording to the value of ¢,), it is worthwhile to plot the full
phase diagram of the system, where ¢ is also considered as a
variable besides 7" and B. It can be seen in Fig. 2. The above
four figures can be obtained as sections of Fig. 2 made with
a fixed €, It is important to note that inside the simply
hatched region on the (€,,B) plane of Fig. 2 the magnetic
transition is of first order and its transition temperature is
higher than that of the continuous BEC (of the same €, and B
values).

As far as the equation of state is concerned one can regard
our calculation as an extension of the work of Gu and
Klemm [17] to the presence of a nonzero external magnetic
field. At B=0 our results are in agreement with those of Gu
and Klemm in the region €,> e ) Note that for €< e ) the
BEC becomes a first-order transmon ie., 6(2) corresponds to
the value /.. of the reduced ferromagnetic couphng I in their
paper. There is a slight difference between our and their re-
sults if €< 5.(92)' Namely, we have found that the two first-
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FIG. 2. (Color online) The phase diagram of the spin-1 Bose gas
in the space of (€;,B,T). The temperature is measured in units of
Ty, while the magnetic field is given in units of kgTy/gug. The
solid surface indicates a continuous BEC transition, except in the
crosshatched region, where BEC is of first order. The simply
hatched region, outside the region of first-order BEC, refers to the
first-order magnetic transition and is lifted slightly from the surface
of continuous BEC. At the heavy curve the magnetic transition is
continuous, and its transition temperature is above that of the BEC.
For es>e£1) this curve lies in the B=0 surface. The surfaces of
first-order transitions and the curve of the continuous magnetic tran-
sition are projected to the (e;,B) plane for transparency. The rel-
evant €, values are also indicated [compare with Figs. 1(a)-1(d)].

order transitions (MT and BEC) coincide at least for small B
values, including B=0, while they claim that the ferromag-
netic transition occurs always first.

III. MAGNETIC SUSCEPTIBILITY IN THE
UNCONDENSED PHASE

With differentiating the equations of state (5) and (7) with
respect to the thermodynamic quantities 7, B, and n one can
obtain generalized susceptibilities of the system, such as
(dn/ o) or (dm/ dB)y,, etc. (the subscripts are referring to
variables kept constant during differentiation). Focusing on
the magnetic transition here we restrict ourselves to the mag-
netic susceptibility of the system with fixed particle
number—i.e., (dm/dB)r,. The region of interest in the
(€,,B) plane is also restricted to the simply hatched region in
Fig. 2 and to the heavy line with (e,> eil),B:O) or, equiva-
lently, to the situations depicted in Figs. 1(a)-1(c), where one
can find a purely magnetic transition above the BEC transi-
tion temperature. The temperature is also restricted above
TBEC(es’B)~

For this purpose let us first cast the expression of the
density of the noncondensed particles (6) to a more explicit
form by performing the momentum integration
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3
,_F(£> F(g : B])
n.= (277_)27\3 2’3 _/J’+Cnn+r(mcs_g:uB ) ’

(11)

where N=7%/V2MkgT is the thermal wavelength of the atom,
I'(s) the gamma function, and F(s,y) is the Bose-Einstein
integral with parameter s and argument vy, defined with the
help of the polylogarithm function [32,33]:

F(s,y) = Lij(e™). (12)

The derivative of Eq. (11) with respect to B can be easily
evaluated with the result

(«9_) _ArG)

JB - (271_)2)\313(%’ﬂ[_ :u“’ + r(mcs - gMBB)])

8 {<Z_Z)T,n+ r|:gluB _CS(Z_Z>T,VL:|}, (13)

where u'=p—c,n was introduced for simpler notation and
the relation dF(s,x)/dx=-F(s—1,x) was used [32]. Differen-
tiating Egs. (5) and (7) with respect to B with n and T held
fixed one arrives at a system of two equations for the quan-
tities (dm/dB)r,, and (du/dB)r,,, from which the former one
can be expressed as

(&_m) ~ (P+R)Q +4PR "
B, S¥®Pro+R+c[(P+R)Q+4PR] (14
with

pe Br(3) F(L , )

= (2m)>2\3 z’ﬂ[_ﬂ +(mc;—gupB)]),  (15a)
(2
Q=£ﬂ—§§2ﬁ(%,—ﬁu’), (15b)
(2

R= %F(%’B[_ Ml - (mcs _glu‘BB)]) (150)

The continuous magnetic transition is signaled by the diver-
gence of the susceptibility (14) or, equivalently, by the van-
ishing of its denominator:

P+Q+R+c[(P+R)Q+4PR]=0, (16)

which is fulfilled along the thick curve of Fig. 2. The mag-
netic susceptibility shows interesting properties also near the
BEC. According to expression (14) (dm/dB)r,, develops a
cusp at Tgpe(B) similarly to the susceptibility of the free
Bose gas [22] at a fixed number of particles.

IV. CORRELATION FUNCTIONS OF GENERALIZED
DENSITY OPERATORS
Consider the following density operators:

n(k) =2 al(k+q)a,(q), (17a)
q.r
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FK) = 2 (F),al(k+q)a,q).

q.r.s

(17b)

The former one is the particle density operator, while the
latter one is the longitudinal magnetization density operator.
Other generalized density operators can be defined as well
for the spin-1 Bose gas, as done, e.g., in Ref. [26], but for the
purposes of this paper the above two are enough. The corre-
lation functions of the generalized density operators (17) are
defined (for k # 0) as

D, (k,7)=—(T [n(k,)n'(k,0)]), (18a)
D_(k,7) =—(T[F.(k,DF.(k,0)]), (18b)
D, (k,7)=—(T[n(k,nF.(k,0)]), (18¢)

with 7being the imaginary time and 7, the 7 ordering opera-
tor (see, e.g., Ref. [34]). After the usual Fourier transforma-
tion into the Matsubara frequency representation these corre-
lation functions in general satisfy the following equations
[26]:

Dl‘l}’l = ﬁHnn + CHHIIVIDVU’I + CSHHZDHZ’ (193.)
D, = thz + Cananz + CstzDzz’ (19b)
DV!Z = ﬁHVlZ + CVLHVLHDHZ + CSHWZDZZ’ (190)
with the polarization functions
I, (k,iw,) = >, TI7(k,iw,), (20a)
IL,(K,iw,) = >, rsIT" (K, iw,), (20b)
: (20c)

IL,.k,iw,) = > sIT (K, iw,).

The polarization part II7(k,iw,) is the contribution of
interaction-line-irreducible Feynman diagrams, which can
connect to an interaction line V‘r’rb from the right and to an
interaction line V'3 (a,b,c,d arbitrary spin indices) from the
left [26]. The interaction with four indices is defined in Eq.
(3). [All correlation functions and polarization functions in
Egs. (19) depend on the (k,iw,) variables, which are omitted
for the sake of brevity.] The solution of Egs. (19) reads as

_ ﬁnnn(l - CsHZZ) + csniz

nn = s 21a
det "g (21a)
I
e = =, 21b
7 det % (21b)
IL.(1-c,1,) +c,I1,
D =h 2z nttnn n nz’ 210
2z det 0§ ( )
with the abbreviating notation

det “g = (1 = ¢,IL,,)(1 = ¢JI,) —c,c M2, (21d)
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Expressions (21) are quite general. They are valid both in
the condensed and uncondensed phases and contain no ap-
proximations. Of course the choice of the actual form of the
polarization functions II}; selects between the different ap-
proximations and possible phases. The correlation functions
are evaluated in the framework of the random phase approxi-
mation (RPA) and for the uncondensed phase (n,=0), where
the polarization function is taken as the contribution of the
bubble graph [26], which (for k and w, not simultaneously
zero) reads as

6., & Mpera, — e
Wi = 2 [ S0 Mhoatar
h (2m) iw, =" (exiq—ex)
The expressions for finite magnetic field are quite similar to
those of zero magnetic field [26]. The effect of the magnetic
field appears explicitly only in the contribution of the bubble

graph (22) and only through n, ; see Eq. (6).

(22)

V. PROPERTIES OF WAVE-NUMBER-DEPENDENT
SUSCEPTIBILITIES

The dynamics of the system can be studied with the help
of elementary excitations. Spin dynamics is related to longi-
tudinal and transverse spin excitations. However, at the mag-
netic transition, where the susceptibility (dm/JB)r,, diverges,
longitudinal spin dynamics plays the relevant role as the soft
mode of the transition. The spectrum of elementary excita-
tions is related to linear response functions of the system
(see, e.g., Ref. [34]), which can be obtained from the corre-
lation functions by analytical continuation in frequency
through the real axis from above. From now on we shall deal
with such retarded correlation functions (response functions).
With the help of linear response theory the density and mag-
netization fluctuations of the system are related to the exter-
nal potentials du(k,w) and 6B(k,w) by

n(k,w) =—1"'D,, (k, 0) Sk, w)

- g,uBﬁ_anz(k,w)ﬁB(k,w), (23a)

om(k,) = — 7D, (K, ) (K, )

- gugh™'D_.(K, ) 5B(k, w). (23b)

From Eq. (23a),

D,.(k,w)

on(k,w)
D,,(k,w)

OB(k —-h .
(ko) =y kw)

Sk, w) = — gug (24)

Substituting it into Eq. (23b) one obtains the equation

- i5m(k,w)

EMB

_h Dy(kw)
 gup Dk 0)

. D, (k,w)D_.(k,w) - D, (k,w)D_,(k,w)

D,,(k,w)

X 6B(K,w). (25)

on(k,w)

On this basis one can define
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#7'DY (K, )
1Dk, 0)D_(k,0) - D, (k,0)D_,(Kk,w)
D,,(k,w)
I1,,(k, 0)II_(k, w) - I1,.(k, 0)II_,(k, ®)
"L,k )[1 - ¢,I1.(k, )] + ¢ IT,..(k, 0)IL,(k, )
(26)

::ﬁ

where Egs. (21) were used to arrive at the last equation.
The magnetic susceptibility (14) can be expressed with
the help of the response functions in the static limit (w=0),

since
a om(k,
<—m> ~ lim fim 229 (27a)
&B T.n k—0 w—0 5B(k9 w)
with lim lim én(k,w)=0. (27b)

k—0 w—0

In this limit the contribution to ém comes from the second
term on the right-hand side (RHS) of Eq. (25). According to
the definition (26) it means that

dm SHMB .. (n)
— | =-=——1im D.”(k,0). 28
( oB )Tn ﬁ k—0 « ( ) ( )
In the uncondensed phase the long-wavelength limit of the

static polarization functions take the following forms in the
RPA [26,35]:

% (k — 0,0)=— P, (29a)
115" (k — 0,0) = - Q, (29b)
7=(k — 0,0)=—R, (29¢)

where the quantitites P, Q, and R are defined in Egs. (15).
Therefore 11,,(k—0,0)=—P-0-R, 11,.(k—0,0)=—P+R
and II_(k—0,0)=—P—R. One can verify that the sum rule
(28) is equivalent to Eq. (14).

When the density fluctuations are small the second term
on the RHS of Eq. (25) will dominate for small k,  values.
[Note that neglecting i, then Su and 8B are related accord-
ing to Eq. (23a).] Therefore we concentrate on the expression
(26) of D\

In the case when the momentum-independent part of the
Hartree energies (6¢) can be assumed to be small—i.e.,
|-u'| <kpT and |mc,—gupB| <kgT, and the wave number is
much smaller than the thermal wave number, kA <1 further-
more, the frequency is also sufficiently small: SBw<<k\, the
contribution of the bubble graph (22) can be approximated as
[26,36]

B | N7 (1 > T 1
I (1, Q) =- —F|-,0,.] - +im
4N 2 \2 Wo,  Qu+i2\o,

2
+imT—— = |, (30a)
3(Qu+i2vo,)?

with
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o-rz_ﬂ[lu’, + r(mcs—g,u,BB)], (3Ob)
u=k\, (30¢)
_fo_pho (30d)

€x u

With these newly introduced notations the validity of the
limiting_form (30a) is equivalent to o,<1, |Qu|<1, and
|QQ+i2\o,/u|> 1. Expression (30a) is to be used in formulas
(20) and (26) to obtain an explicit form for the response
function Di’;)(k, ).

In the static limit one can set =0 in expression (30a)
safely with the result

A EF(l ) e 31)
4\ 2\ 277 T Taag |

which can be used in the polarization functions (20) to obtain

I g 1

96m\3 o2/’

T177(u,0) =

up to the order of u?. Therefore the long-wavelength limit of
the static susceptibility at T=T,, where Eq. (16) holds, takes
the following form:

DY (k,w=0)

h
" (k\)?
y Q(P+R) +4PR
P+G+7+c[gP+R)+Q(p+7) +4(PF+pR)]

(32)

From Eq. (32) one can see that the critical exponent 7, de-
fined as C(k)«k=2*7 at the critical temperature for the corre-
lation function C of the order parameter, is zero (7=0).

To obtain the spectrum of the longitudinal spin fluctua-
tions one has to look for the poles of the response function
(26) or, equivalently, look for the zeros of its denominator.
The resulting equation is as follows:

I, (K, 0)[1 = ¢I1_.(k, w)] + ¢ I1,.(k, w)IL, (K, w) =0.
(33)

With the help of the numerical approximation of the analytic
continuation of the bubble graph (22) [36,37] and with the
help of Egs. (20), Eq. (33) can be solved directly. In the
long-wavelength limit one finds a purely imaginary (over-
damped) excitation spectrum depending linearly on wave
number:
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FIG. 3. The damping rate —I" (in units of kgTy\g/%) of the
longitudinal spin excitations (spin density fluctuations) as a function
of the temperature 7 (in units of T;) at B=B, and €,=0.9 (upper
panel). The magnetization density (in units of the particle density n)
is plotted in the bottom panel for illustration.

w(k) =—iTk, (34)

with ' the velocity dimensional damping rate. The numeric
values of I" are given in Fig. 3 for €,=0.9, B=B,, and tem-
perature values above that of the BEC.

One can clearly see the soft mode (I'=0) at B=B, and
T=T..

For analytical calculation at B, and near T, one can sup-
pose that |Qu| <2V, for all r, since the mode is soft and
neither of the ¢’s is zero. In this case Eq. (30a) can be further
approximated. Keeping that only the first three terms from
the expression and casting the last one into series of
Qu/2\ o, one arrives at

7 (1, Q) = —

B |m (1 ), 0u
4#)@[ 2 F(z’a’)”%] (33)

Using Egs. (30d) and (34) for I" one can obtain

F—A P+Q+R+c|Q(P+R)+4PR]
T Bh p+G+i+c[G(P+R)+Q(p+7)+4(Pr+pR)]
(36)
where P, Q, and R are given by Egs. (15) and
. B 1
- -, 37
P 167\° o, (372)
B 1
- -, 37b
a 167\° oy (370)
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B 1

T l6em o

(37¢)

>

The numerator of the damping parameter (36) is equal to the
denominator of the static, homogeneous susceptibility (14).
Accordingly the damping rate I" vanishes at T=T, (for B
=B, where the transition is continuous) and I' is propor-
tional to the inverse of the susceptibility (14) for T~ T, like
in conventional theory.

VI. SUMMARY AND DISCUSSION

We have studied the statistical physics of the spin-1 Bose
gas with ferromagnetic coupling in the presence of a mag-
netic field both from the static and dynamical points of view.
The equation of state and the phase diagram of the system
were investigated for both Bose-Einstein-condensed and
-uncondensed phases. Near the transition we generalized to
nonzero magnetic field the investigation made by Gu and
Klemm [17]. The discussion of other static quantities and the
dynamics is concentrated to the noncondensed phase, where
the purely magnetic phase transition takes place, which oc-
curs prior the Bose-Einstein condensation if the spin-flipping
coupling constant (|c|) is large enough.

This magnetic transition was found to be of first order in
general. There is always a critical magnetic field value where
the magnetic transition is continuous, and above that there is
no phase transition at all (magnetization behaves analyti-
cally). There is also a tricritical point (at es:eﬁl)% 1.22, T
=~ 1.58) when the critical magnetic field reaches zero. Above
this value of €, the usual paramagnetic-ferromagnetic phase
transition occurs in zero external magnetic field. The static
susceptibility (dm/dB)r, shows a divergence at the critical
points of the continuous MT, while it has only a cusp at the
point of the BEC.

The long-wavelength dynamics also exhibits features of
the MT. The longitudinal spin excitation becomes a soft
mode in accordance with the diverging susceptibility in the
vicinity of the critical point of the MT. Moreover, the soft
mode in the RPA behaves like in conventional theory; close
to T, the damping rate is proportional to the inverse of the
susceptibility.

Some remarks are appropriate about our approach, which
amounts to a magnetic mean-field theory. Mean-field theory
in magnetism has been proved to be at least qualitatively
correct in a wide range of magnetic systems. Moreover, the
magnetic transitions we have been interested in are close to
the Bose-Einstein condensation; the qualitatively correct de-
scription of the latter one is therefore mandatory for our pur-
poses. The Hartree approximation, which is behind the mag-
netic mean-field theory at the atomic degrees of freedom,
produces a continuous Bose-Einstein condensation in the ab-
sence of a spin-dependent interaction in contrast to the
Hartree-Fock approach which leads to a first-order transition
in this case [24,35,37,38].

The conservation of the total magnetization influences the
behavior of the spinor Bose gas significantly [3,5,13-16].
The question arises as to how our results can be applied
when keeping the magnetization fixed. For this purpose one
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has to introduce a Lagrange multiplier, which appears in our
equations in the same way as the external magnetic field.
Consequently, one can conceive B in Eq. (1) as a linear com-
bination of them. Keeping m fixed and changing the tem-
perature, the parameter B is determined by the equation of
state. Entering a two-phase region the system with homoge-
neous magnetization becomes unstable and a phase separa-
tion sets in. In suitable proportions the two stable magneti-
zations combine to produce the given total magnetization.
Though our purpose has been to further investigate the
theoretically interesting problem—namely, the interplay be-
tween the magnetic properties of a spinor gas and the rel-
evant Bose statistics—a few remarks are also in order about
possible experimental observations of our findings. It has
been shown [3,5] that one can investigate fine magnetic ef-
fects, because after a suitable transformation the Lagrange
multiplier cancels the homogeneous magnetic field and what
counts is a position-dependent magnetic field, which can be
almost arbitrarily small. Our magnetic field might corre-
spond to the local value of this magnetic field, and our cal-

PHYSICAL REVIEW A 72, 023617 (2005)

culation can be valid in the local density approximation.
Note that in the experiment (since the sample was prepared
to have zero magnetization) magnetic fields with opposite
directions are always simultaneously present, ensuring in this
way conservation of the total magnetization. If it were pos-
sible to carry out such an experiment, in which the magnetic
field reaches the two-phase region, even double hysteresis
could be detected, similarly as was done in the case of the
ferroelectric system [30,31], by applying a time-dependent
magnetic field gradient.
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