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Quantum-noise randomized data encryption for wavelength-division-multiplexed
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We demonstrate high-rate randomized data-encryption through optical fibers using the inherent quantum-
measurement noise of coherent states of light. Specifically, we demonstrate 650 Mbit/s data encryption
through a 10 Gbit/s data-bearing, in-line amplified 200-km-long line. In our protocol, legitimate (uders
share a short secret Kegopmmunicate using aM-ry signal set while an attackéwho does not share the secret
key) is forced to contend with the fundamental and irreducible quantum-measurement noise of coherent states.
Implementations of our protocol using both polarization-encoded signal sets as well as polarization-insensitive
phase-keyed signal sets are experimentally and theoretically evaluated. Different from the performance criteria
for the cryptographic objective of key generati@uantum key-generationone possible set of performance
criteria for the cryptographic objective of data encryption is established and carefully considered.
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[. INTRODUCTION Recently, we have demonstrated a new quantum crypto-
For more than 20 years, physicists and engineers ha\%ra_ph'C sqheme, based on Yuen's KCQ approgh in .
/hich the inherent quantum noise of coherent states of light

investigated quantum-mechanical phenomena as mech¥-

nisms to satisfy certain cryptographic objectives. Such objec’S Used to perform the cryptographic service of data encryp-

tives include user authentication, bit commitment, key gen!ion [10,11. Unlike single-photon states, coherent statsfs

eration, and, recently, data encryption. To date, thdnoderate energy leveare easily generated, easily detected,
cryptographic objective most considered in the literature ha@nd are optically amplifiable, networkable, and loss-tolerant.
been key generation. In key generation, two users, who ininOt€ that key generation and data encryption are differ-
tially share a small amount of secret information, remote|yentcryptograph|c objectives withlifferentsets of criteria by

agree on a sequence of bits that is both larger than the{’t’]hiCh to judge performance—a direct comparison between

original shared information and is known only to them. Thet"® two is not appropriate.

newly generated bitéeys are then used to publicly com- /N our scheme, legitimate users extend a short, shared
y g seyy D y cret key by using a publicly known deterministic function.

municate secret messages over classical channels by drivirﬁl X h K | ianal
data encrypters like the information theoretically perfect one '€ ransmitter uses the extended key to select a signal set

time pad[1] or more efficient(but less secudeencrypters for each transmitted bit such that the legitimate receiver, us-

such as the Advanced Encryption Standard, where security {89 the same extended key, is able to execute a simple
described in terms of complexity assumptigas3). inary-decision measurement on each bit. An eavesdropper,

Several approaches to key generation using quantum ef" the other hand, who does not possess the secret key, is
fects have been proposed and demonstrated. The most ubject to an |rreduhmbr|]e quant;m:j unlcgrtamty n %?Ch mea-
' surement, even with the use of ideal detectors. This uncer-
mous of these protoc;ols, the 8384 protope) and_ the Eker't tainty results in randomization of the eavesdropper’s obser-
protocol[5], have enjoyed considerable theoretical consider

. ; . . vations, thereby realizing a true randomized ciph&?]
ation as well as experimental implementatj6a-8]. A major \ nich effectively limits the eavesdropper’s ability to deci-

technical limitation of the BB84Ekert protocol is that the  pper the transmitted message. This randomization is “free” in
achievable key-generation ratmore importantly, the rate- at it does not require any additional action on the part of
distance produgtis relatively low due to the protocol’s re- the transmitter, in contrast to other randomized ciphers
quirement for single-photon(entangled-photon quantum  [13,14 where active randomization of the signal set is re-
states. This requirement is a burden not only in the genergyuired by the transmitter. Our scheme, running at data-
tion of such states, but also in that such states are acutebhcryption rates up to 650 Mbit/s, uses off-the-shelf compo-
susceptible to loss, are not optically amplifiatilegeneral, nents and is compatible with today's optical
and are difficult to detect at high rates. Furthermore, becauselecommunications infrastructure. This paper is organized as
the received light must be detected at the single-photon levefollows: in Sec. Il we outline our quantum-noise protected
integration of the protocol implementations into today’s data-encryption protocdicall the arz protoco), in Sec. Il
wavelength-division-multiplexed WDM) fiber-optic infra-  we address issues of security and performance, and in Sec.
structure is problematic because cross-channel isolation i/ we summarize our experimental results.

typically no better than 30 dB.
Il. DATA-ENCRYPTION PROTOCOL

We have implemented two versions of our quantum-noise
*Electronic address: corndorf@ece.northwestern.edu protected data-encryption protocol using different signal
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use of a mapper, an attacker's measurement uncertainty
would, the majority of the time, obscure just the least signifi-
cant bits of eachr-bit running key, thereby leaving most of
ther bits clearly identifiable. Also, note that an LFSR is just
one of many functions that the users can use to exiteimo

K’. The reason LFSRs are used in these experiments is be-
cause they are mathematically simple to describe, which
could be useful when quantifying the precise level of secu-
rity provided by a.

Depending on the data bit and an instantiation of the run-
ning keyR, one of the states in EqL) and(3) or Eq.(2) and
(4) is transmitted wheren is the decimal representation Bf
Specifically, for the polarization-mode schemenifis even,
then (0,1)— (|¥'@),|w?)) and if m is odd, then(0,1)
_>(|\Iff?>,|‘1'$)>). This results in the logical bit mapping of
the polarization states on the Poincaré sphere to be inter-
leaved 0, 1, 0, 1,., as shown in Fig. 1top). The time-mode
scheme is similarly organized but slightly more complicated
in that the data bits are defined differentiallgifferential-

FIG. 1. Top:M pairs of orthogonal polarization states uniformly phase-shift keyindDPSK)]. Specifically, ifm is even, then
span a great circle of the Poincaré sphere; botthhpairs of an- the DPSK mapping is(O,w)H(|\If$)>,|\I’$))), and (0,m)
tipodal phase states uniformly span a phase circle. _>(|\p$)>’|\p§)>) for m odd. If we relabel the states corre-

sponding to DPSK phases of “0” andr™ as u and v, re-
sets—one using polarization statekl] (polarization-mode  spectively, then logical zero is mapped%%L))(mrg))) if the

schemgand the other using phase staiéS,16 (time-mode  previously transmitted state  was from the set
schemg In both implementations, the fundamental and irre-{ VNP and the logical one is mapped to
m

ducible measurement uncertainty of coherent states is tt} 0
key element giving security. In the polarization-mode’' ™

>(|\Iff;)>) if the previously transmitted state was from the

scheme, the two-mode coherent states employed are set{ (Wi W) This results in the mapping of the sym-
@ ” bols on the phase circle to be interleavedv, u,v,..., as
W) =)y ® |a€m),, (1) shown in Fig. 1(bottom.
A At the receiving end, the intended receiyBob) uses the
(W) =|a)y ® [a ), (2)  sames-hit secret key and LFSR/mapper to apply unitary

transformations to his received quantum states according to
the running keys. These transformations correspond to
polarization-state rotations for the polarization-mode scheme

indicate the two orthggonal poIarization—mode—functions.and phase shifts for the time-mode scheme—in either case
?g?r\g?\;? Sgs?setﬁgt'ch?;gr;?hireagh;ﬁg?lg:gi“gg ztha(;Svi i the transmittedi-ry signal set is reduced to a binary signal

g . y'Sp 9 c et The resulting states under measurement, depending on
Fig. 1 (top). In the time-mode scheme, the single-mode co-

herent states employed are the logical bit, are

where |a) is a coherent state, f,=7m/M,m
€{0,1,2...,(M-1)},M is odd, and the subscripisandy

W) = | agln), (3) (W@ = |a), @ | 7a)y, ®
W) = g™, @
(b)yr — -
where againg,=mm/M,me{0,1,2,...,(M-1)}, andM is e, B

odd. These Bl states formM antipodal-phase pairbase$ —
that uniformly span the phase circle, as shown in Fig. 1for the polarization-mode scheme and
(bottom).

In both schemes, the transmittéxlice) extends ars-bit (W@ =|pa), (7)
secret keyK, to a (25-1)-bit pseudorandom extended key,
K’, using a publicly knowrs-bit linear feedback shift regis- (b
ter [2] (LFSR of maximal length. The extended key is W) = |- na) 8
grouped into continuous disjointetbit blocks and then
passed through an invertibfebit-to-r-bit deterministic map- for the time-mode scheme, whefgis the channel transmis-
ping function, referred to as a “mapper,” resulting in runningsivity. For both schemes, the states are then demodulated and
keys, R, wherer=int[log,M] ands>r. The mapper, which differentially detected. Specifically, a fixed/4 polarization
is publicly known, helps to distribute an attacker's measureotation on the states in the polarization-mode scheme results
ment uncertainty throughout each running key. Without thdn the detected states
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ALICE BOB

Pseudo-random) 5 Dit secretkey FIG. 2. Summary of the
key-extender key-extender quantum-noise protected data-
encryption protocol. In our experi-
State-selection
logic

ments, the “pseudorandom key
extender” is implemented by a
Quantum-state
generator

s-bit secret key

binary message
binary message

Demodulator/
detector

|ﬁr<a>>:|\s’§77a>x® 0}y, 9) H(X|YE,K) = H(X|YB,K) -H(K) >0, (13

where X is a classicaln-bit random vector describing the
PO = |0y, ® |Vf577a>y' (10)  transmitted bitsYE and YB aren-bit vectors describing the
observations of an attackéEve) and Bob, respectivel¥ is
whereas temporally asymmetric interferometry in the time-ans-bit, previously shared secret between Alice and Bob that

mode implementation results in the detected states might become public on completion of the protocol, &(d)
is the Shannon entropy function. Note that while often omit-

ted in descriptions of the BB84 and Ekert protocols, both
schemes require a secret kiyfor the purpose of message
authentication. Also note that th&(K) term in Eq.(13) may
|{I‘,(b)> = |0}, ® | 7as. (12) be omitted if both(a) information abouK is never publicly
announced an¢b) K remains secret even when under a gen-

An important feature to note is that Bob does not requireeral attack(as in some of Yuen's KCQ key-generation pro-
high precision in applying decryption transformations to atocols.
transmitted bit. While the application of a slightly incorrect ~ The mathematical definition ¢1(X|Y), to be read as “the
polarization/phase transformation results in a larger probabiluncertainty ofX givenY,” is given by
ity of error for the bit, it does not categorically render a bit to
be in error. For small perturbations to the polarization/phase HX|Y) == >, p(X =x,Y =y)log p(X =x|Y =),
rotation, the majority of the signal energy stays in one of the Xy
two detection modes. The same applies to Bob’s detector (14)
noise; while an ideal detector allows for optimized perfor-
mance, a noisy detector does not limit Bob’s decryption abilwhich, with application of Bayes’ theorem and the law of
ity beyond an increased probability of bit error. total probability, becomes

A high-level block diagram of the# protocol is provided
in Fig. 2. Note that some elements of our protocol that help - _ - - -
to protect the secret key against attack have been intention- HXY) XEy P(X =X)p(Y =y[X=X)
ally omitted from this description for the purpose of clarity.

maximal-length LFSR and an *
r-bit-to-r-bit mapping function.”

A 4

|W > > ( Quantum-state

transformation

(optical channel)

[W@) = | 7a), ® [0),, (11)

These omitted elements are mentioned in the following sec- X log P(X =X)p(Y =yIX=X) . (15
tion and are further described in RE8)]. > p(X=x")p(Y =y|X =x')
XI
IIl. SECURITY

The conditional probability distributiorp(Y |X) is com-

As stated in the Introduction, key generation and datdP!€tely and uniquely specified by the probability distribution
encryption are different cryptographic objectives and, there®f the secret keyp(K), the probability distribution of the
fore, have different sets of criteria by which to evaluate perPlaintext messagep(X), and the encryption function that
formance. The delineation between key generation and dafakes X to Y =Ey(X). While Ex(X) is usually assumed
encryption is somewhat confused by terminology. Becaus&nown to the attacker via th&erckhoff assumptignit is
keys procured by a key-generation protocol are usually agmportant to emphasize that the calculationHiiX |Y) also
sumed to drive deterministic encrypters, the terms “quantunglepends on the probability distributiopgK) and p(X) ac-
key-generation” and “quantum data-encryption” are somecording to Eve. This means that Eve’s conditional entropy
times used interchangeably. This easily leads to confusion ikl(X|Y) may change if Eve’s probability distributiop(X)
that (a) there are potential uses for generated keys beyondhanges due to the acquisition of some side information
data encryption, andb) there are methods of realizing (such as the language of the plaintext mesksage

quantum-based data encryption without key generation. For the cryptographic objective of data encryption, be it
In quantum key-generation, a necesséout not suffi- classical or quantum-noise—protected, some relevant
cient condition that must be satisfied is information-theoretic quantities are
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(i) HX|YB,K), (16) H(K|YE) = \,H(K), (23

wheres<n<« and A\ ,—1. It is extremely important to
emphasize that evenif;,\,— 0, there still may exist a large
complexity-based problem of finding the correcteven
(iii) H(K|YE), (18 when given yE, p(X),p(K), and Ex(X)—it is in this
complexity-based limit in which all of today’s commercial
whereX is then-bit transmitted messagelaintexy, Y® and  deterministic encrypters are considered.
YE are Bob's and Eve's-bit observations of the encrypted ~ According to the given information-theoretic criteria, a
plaintext(ciphertex}, andK is thes-bit secret key shared by goal of practical data encrypters could be(@drive \; , as
the legitimate users. In words, these quantities desdilbe close to 1 as possible for a reasonably lasgehile still
the error rate for the legitimate use(8) the secrecy of the keepings<n<; (b) attempt to mathematically prove Egs.
data bits when under attack, afiiil) the secrecy of the secret (22) and(23); and(c) if conditions(a) and(b) cannot be met,
key when under attack. When launched on either the datisure that the computationdsearch complexity is high
bits or the secret key, cryptographic attacks are usually dieven when; ,H(K)=0. To date, no practical data encrypter
vided into two categories, known-plaintefKPT) attacks exists for which Eqs(22) and(23) can be rigorously proven,
and ciphertext-onlyCTO) attackes. CTO attacks correspond for nontrivial A, when under a KPT attack; no significant
to situations wher@(X) is uniform, according to an attacker. complexity-based security have been proven either.
In other words, all 2 possible messages are transmitted with  Note that the appropriate information-theoretic criteria by
equal probability. A KPT attacks corresponds to all situationsyhich to quantify the security of a data encrypter may be
wherep(X) is non uniform including the totally degenerate different for different sociological situations. For example,
case of chosen plaintext. Some examples of KPT attacksatisfying the criteria given in Eq$22) and (23) (\;,=1)
include knowledge of the native language of the message anay yield security in some situations, but not in others. A
perhaps some statistical knowledge of the message contenfifferent set of operationally meaningful criteria for the cryp-
While there are clearly varying degrees of KPT attacks, aographic objective of data encryption, which does not rely

(i) HX[YS), (17)

CTO attack refers to the specific case of unifgoX). on Shannon entropy, has been described in Fgf.
According to information theory17,18, quantities(ii) Towards the goal of satisfying the cryptographic objective
and (i ) satisfy the following inequalities: of data encryption, according to any reasonable information-
theory—based criteria, we offer a new approach to data en-
H(X|YE) < H(K), (19)  cryption wherein the irreducible uncertainty inherent in the
guantum measurement of coherent states of light is used to
H(K|YE) < H(K), (20) perform high-speed randomized encryption that does not sac-

rifice the data rate. In our protoctbec. I), the logical map-

where Eq.(19) is known as the Shannon linfit9], which is ~ Pings of the symbols are interleavéeig. 1). Whll_e the users
valid when H(X|YE,K)=0 [our data-encryption protocol (whp _share a short secret Keare able to make simple binary
operates in a regime whek(X |YE,K)=0 [23]]. Note that decisions on thev-ry signal set, an attackéwho does not
in a, contrary to the case for key generatia. Eq. (13)], share the secret kgis left with an irreducible uncertainty in
the conditionH(X | YE,K)>H(X|Y8,K) neednot be satis- her measurements due to the quantum fluctuations inherent
’ ’ fo coherent states of light. Specifically, wikh and|a)? in a
(given the secret key after measurememas a lower bit- p_art|cular regime, ,measurements of ne|ghporlng states, on
error rate than the legitimate receiver. This is the case wheﬁIther the Poincare sphere or the phasg circle, oyerlap _and
a significant amount of loss and/or additive noise exists begbscure one another. Toan .attacker, this o_verlap IS equiva-
tween the two users where it is assumed that the a’[tackeIFnt to Alice broadcastlng digital representations of Mhe_y )
performing an adequate quantum measurement, is locatex nal tha'_[ are th_en actl\_/ely randomlze_d over th? signal’s
near the transmitter. closest neighbors in the signal constellation. By using coher-

“perfect security,” which corresponds toH€X) in the in- gn g

equality of Eq.(19) whens=n. The practical problem with which requires no active effort on the part of the transmitter,

the one-time pad is that every data bit to be encrypted rel?Ut still obscures the true identity of the state called for by

uires one bit of key. More “efficient,” albeit less secure the protocol. Such randomization is realized throuaty
q Y- ; ' "quantum measurement including direct detection, balanced
encrypters operate in the regime whey&n<«, thereby

allowing short secret keys to encrypt long messages. A reahomodyne/heterodyne detection, and optimal quantum-phase

sonable information-theoretic goal of such “imperfect but ef_detectlon.

SN : Given some restrictive assumptions, one can even de-
ficient” encryptergpractical encryptedscould be to show ) X .
scribe the performance of a quantum-mechanically optimal

B attack—the best attack allowed by quantum mechanics.
H(X|Y®.K) —0, (21) While the physical structure of such an optimal attack may
be unknown, quantum mechanics can establish bounds on
H(X|YE) =\ H(K), (22) the maximum information rate of an attacker. For individual

fied. In fact, the opposite is normally true where an attacke
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FIG. 3. Shannon information recovered through individual attacks on the message when launching either the optimal positive operator-
valued measure or an ideal heterodyne measurement on the time¢lefddand polarization-modéright) implementations. Plotted as a
function of |af?, for several values of.

attacks on the message where classical correlations are ige’s transmitter settings. In such an attack, an eavesdropper
nored, the quantum-mechanically optimal attack—known asvould send strong light into Alice’s transmitter and measure
the optimal positive operator-valued measure—correspondse state of her reflected light. Attacks of this type can be
to optimally distinguishing all of the states mapped to logicalpassively thwarted by using an optical isolator at the output
one from those mapped to logical zero. Figure 3 plots thef Alice’s transmitter.

information rate of the optimal positive operator-valued mea- Confusion over the cryptographic service that our proto-
sure as a function oflal> and M for the time- and col (a#) offers as well as how quantum noise is exploited in
polarization-mode implementations where informat[d7]  our scheme prompted a criticisi0] to Ref.[10] and some

is defined as 1P,log,(P.)+(1-Py)log,(1-P,) for a bit-  of the authors of Ref.10] have replied 21]. In Ref.[22], it

error rateEe. is claimed that thexn data-encryption protocol, operating in

Figure 3 also plots the information rate of the describedf "€9'M€ wheré—I(X|Y.E,K)<H(?(|YB,K), already permits
attack when performing an ideal heterodyne measuremenf€Y 9eneration. We disagree with that conclusion.
The performance of this measurement is included because it
represents the “highest performing” receiver structure that an IV. EXPERIMENTS
attacker could practically implement using today’s technol-

ogy. The d'ﬁere_”"? between_ the mformgﬂon rates of thecions, we demonstrate high-speed quantum-noise—protected
time- and polarization-mode implementations, for both thed

) o . ata encryption. The primary objective of these experiments
optimal positive operator-valued measure and ideal hetero- yp P y 00 P

dyne attacks, is due to the fact that logical bits are definec to successfully demonstrate quantum data-encryption

differentially across wo modes in the time-mode scheme—. rough a realistic classical-data bearing WDM fiber line. A
o y ; ) . ; %econdary objective is to show that the quantum-noise en-
bit is correctly determined if and only if two consecutive

) crypted signal does not negatively impact the performance of
state measurements are both correct or bOth. mcorrect_._lt the classical data-bearing channels. The following two sub-
important to remember that both the optimal positive

. sections summarize the physical setups as well as the experi-
operator-valued measure and ideal heterodyne analyses

for a very limited attack where Eve does not use her infor‘:ﬂrheemaII results for both implementations,

mation on the correlations between the running keys to de-
termine the plaintext or secret key—a real attacker would
presumably use all information at her disposal. A description of the polarization-mode experimental setup
While the inability to distinguish neighboring states plays naturally breaks into two parts: the quantum-noise—protected
a role in protecting the secret key against attacks, additionalata-encryption transmitter-receiver pair and the WDM fiber
mechanisms are required to improve the secrecy of the secrie (which also carries classical data traffaver which the
key. By introducing deliberate state randomization at theencrypted data travel. We first describe the transmitter-
transmitter, perfect security against CTO attacks on the saeceiver pair. As illustrated in Fig. 4eft), a polarization-
cret key[H(K | YE)=H(K), uniform p(X)] can be assured as control paddle(PCP is adjusted to project the light from a
well as strongly ideal security against CTO attacks on thel550.1-nm-wavelength distributed-feedbacFB) laser
messagdH(X|YE)=H(K), uniform p(X)]. More informa- equally into the two polarization modes of Alice’s 10-GHz-
tion on deliberate state randomization is available in F&f.  bandwidth fiber-coupled LiNb® phase modulator(PM).
Note that the mapper and deliberate state randomization hawriven by the amplified output of a 12-bit digital-to-analog
not yet been implemented in our published experimental retD-A) board, the modulator introduces a relative phase
alizations. (0—27 radiang between the two polarization modes. A 32-bit
Physical “Trojan horse” attacks can also be launched osoftware LFSR, which is implemented on a personal com-
the message and the secret key by attemptingrode Al- puter (PO), yields a running key that, when combined with

Using both the polarization- and time-mode implementa-

A. Polarization-mode implementation
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to drive an automated feedback control on the PCP.
The relative phase shifpolarization rotatiohintroduced

by Bob’s modulator is determined by the running-kegen-
erated through a software LFSR in Bob's PC and applied via
the amplified output of a second D-A board. After this phase
shift has been applied, the relative phase between the two
polarization modes is 0 ofr, correspondinga a 0 or 1 ac-
cording to the running key: ifR is even, then(0,m)
—(0,1) and if R is odd, then(0,7)— (1,0). With use of a
fiber-coupled polarization beam splittdfPBS oriented at
/4 radians with respect to the modulator’s principal axes,
the state under measurem¢Ry. (9) or Eq. (10)] is direct-
detected by using two 1-GHz-bandwidth In-Ga-Asi-n
photodiodes operating at room temperature, one for each of
the two polarization modes. The resulting photocurrents are
amplified by a 40-dB-gain amplifier, sampled by an analog-
to-digital (A-D) board, and stored for analysis. The overall
sensitivity of Bob’s preamplified receiver is measured to be
660 photons/bit for 1T error probability.

PCP G3 10Gb/s As shown in Fig. 4(right), the 100-km-long WDM line

OA3 BERT consists of two 40-channel 100-GHz-spacing arrayed-
~M—A waveguide gratingsAWGSs), two 50 km spools of single-
DCM  RCVR 1mQ mode fiber(Corning, SMF-28, and an in-line EDFA with an

output isolator. Along with the quantum-noise protected
0.25 Gbit/s encrypted-data channel, two 10 Gbit/s channels
of classical data traffic also propagate through the described
WDM line. Light from two DFB lasers on the 100 GHz ITU
grid (1546.9 nm and 1553.3 nnis mixed o a 3 dBcoupler,

FIG. 4. Left, transmitter/receiver setup: G1, RF power amplifier;where one output is terminated and the other enters a 10
OA1, low-noise EDFA followed by a Bragg-grating filter; G2, RF GHz-bandwidth fiber-coupled Mach-Zender-type LiN@®-
signal amplifier. Right, WDM network setup: OA1, low-noise tensity modulator(IM). The IM is driven by an amplified
EDFA; G3, IM driver; OA2, in-line EDFA followed by an optical 10 Gbit/s pseudorandom bit sequertB&RBS generated by
isolator; OA3, EDFA. a pattern generator ¢23'- 1) period. The PRBS modulated

channelghereafter referred to as PRBS chanpéhen pass
the data bit, instructs the generation of one of the two stateirough an EDFA to compensate for losses before entering,
described in Eqs(1) and (2). Due to electronic bandwidth 2nd being spectrally separated by AWG1. By introducing
limitations of some amplifiers, Manchester coding is applied?PProximately one rr’r:eter rlber Ifength difference r?etw.ee“ tr;le
on top of the signal set that results in a factor of 2 reductioriggalzateld PRVSSN(I: l_anne .Shbiv?/gzcorrpb'g.mg them into ? €
of the data rate(250 Mbit/s relative to the line rate “Km-long Ine wit » the bit sequences o

. ) . . .~ the two channels are shifted by 50 bits. This shift reduces
(500 Mbit/9. Note that in the time-mode implementation, temporal correlations between the two PRBS channels,

described in Sec. IV B, such Manchester coding is not retherehy more effectively simulating random, real-world data
quired due to the use of wider bandwidth amplifiers. With theraffic. The 100-km-long WDM line is loss compensated by

use of an optical attenuatémot shown, an optical power of  an in-line EDFA. The 10 dB power loss in the first 50 km
25 dBm across the two polarization modes of thesignal  spool of fiber(0.2 dB/km loss is compensated by 10 dB of
is fixed. At —25 dBm, the mean photon number per bit iSsatyrated gain from the in-line EDFA. The overall loss of the
approximately 40,000 at a line rate of 500 Mbp&” |ine is therefore 15 dB, where 10 dB come from the second
=20 000, 50 km spool of fiber and the remaining 5 dB from the two
On passing through the 100-km-long WDM fiber line AWGs (2.5 dB each
[shown in Fig. 4(right), Crypto. in and Crypto. oui, the After propagating through the WDM line, the channels
received light is amplified by a home-built erbium-doped-are separated by AWG3. Either of the two PRBS channels is
fiber amplifier (EDFA) with =30 dB of small-signal gain amplified with a 20 dB gain EDFAOA3) and the group-
and a noise figure very close to the quantum lifNF  velocity dispersion (GVD) is compensated by a
=3 dB). Before passing through Bob’s PM, the received-1530 ps/nm dispersion-compensation modulBCM).
light is sent through a second PCP to cancel out the unWhile the GVD introduced in the WDM line is approxi-
wanted polarization rotations that occurs in the 100-km-longnately 1700 ps/nm, the DCM used is sufficient for our dem-
fiber line. While these rotations fluctuate with a bandwidthonstration. The amplified, GVD-compensated PRBS channel
on the order of kilohertz, the magnitude of the fluctuationsis detected using an In-Ga-Asi-n TIA receiver (RCVR)
drops quickly with frequency, allowing the use of a manualand analyzed for errors by a 10 Gbit/sbit-error-rate tester
PCP to track out such unwanted polarization rotations. I(BERT). Bit-error rates for each PRBS channel are measured
future implementations, Bob’s measurements could be useskparately using the BERT.

OA1 AWGHT

AWG3 50km

<=

Crypto. out OA2 Crypto. in
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-70
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FIG. 5. (a) Optical spectrunleft) and eye patteriright) of a
PRBS channel at laundlafter AWG2 in Fig. 4(right)]. (b) Optical
spectrum(left) and eye patterfright) of a PRBS channel at the end
of the line[before AWG3 in Fig. 4(right)].

DCM  REVR mQ
AWG3

Figure 5a) (left) shows the optical spectrum of the light
after AWG2 measured with 0.01 nm resolution bandwidth.
The launch powers in the quantum channel and in each of the
PRBS channels are —25 dBm and 2 dBm, respectively. An
eye pattern of the 1546.9 nm PRBS channel at launch is
shown in F'g' %) (right). Measuring after AWGZI'.e" at FIG. 7. Left: Transmitter-receiver setup. G1, RF power ampli-
launch, neither PRBS channel showed any error in 10 ®ier; OA2, low-noise EDFA followed by a 25-GHz-passband Bragg-

bits of pseudorandom data communicated. Figdog (keft) N o L : ;
ah h ical Iuti idth grating filter; PMF, polarization-maintaining fiber; Circ., optical cir-
shows the optical spectruf@.01 nm resolution bandwidth ¢, a0y, Right: 200-km  in-line amplified line. IM, 10 Gbit/s
of t_he “th _recelved after the second 50 km Spool_of f'ber'intensity modulator; DCM, dispersion-compensation module;
While this figure accurately shows the 10 dB loss in signalrcyr ™ 10 Gbit/s In-Ga-Asp-i-n TIA optical receiver; G2

10 Gbit/s modulator driver.

100km AwG2

Crypto. out EDFA Crypto. in

70

L N power for all three channels, it erroneously implies that the
0 , XL amplified spontaneous-emissiéASE) noise floor increased
by 13 dB rather than decrease by 7 dB as expected. The
-10 e reason why the noise floor looks artificially low in Fig.ab
. be K (left) is because AWG1 and AWG?2 filter the majority of the
‘ out-of-band ASHsim~25 dB of isolation from each AWG

The actual noise floor is sim7 dB higher than the noise
floor in Fig. 5b) (minus 10 dB from the 50 km fiber spool
plus sim-3 dB from the in-line EDFA. An eye pattern of
the 1546.9 nm PRBS channel, post dispersion compensation,
is shown in Fig. Bo) (left). While the effect of the residual
GVD is clearly visible in the eye pattern, the bit-error rate for
each of the PRBS channels remains nearly “error-free” at 5
-10 X 1071% Neither the bit-error rates nor the eye patterns of the
PRBS channels change when the quantum channel is turned
off.
= Figure 6 shows results of 5000 A-D measureméote of
I the two detector output®f a 9.1 Mb bitmap file transmitted
on the encrypted channel from Alice to B@op) and to Eve
(bottom) through the 100-km-long WDM line at 250 Mbit/s
data rate. The insets show the respective decoded images. In

FIG. 6. Five-kbit segments of 9.1-Mbit transmissions throughthis experiment, the actions of Eve are physically simulated
the WDM link. Insets, the received bitmap images. Top, Bob’s de-by Bob starting with an incorrect secret key. Clearly, a real
tection; bottom, Eve’s detection. eavesdropper would aim to make better measurements by
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placing herself close to Alice and implementing a more op- 10 ] |
timized quantum measurement. While Fig. 6 does not explic- i
itly demonstrate Eve’s inability to distinguish logical ones
from zeros, it does show that a simple bit decision is impos-  -30
sible. In the current setup, the 12-bit D-A conversion allows =
Alice to generate and transmit 4094 distinct polarization £
states(M=2047 bases The numerical calculation used to 3
plot Fig. 3 (right) then shows that for —25 dBm launch
power at 250 Mbit/s(500 Mbit/s line rate,|a|?~20 000
andM=2047, Eve’'s maximum obtainable information in an
individual attack on the message is less thant4bits/bit.
Under an attack implementing an ideal heterodyne measure -50

Opt. Power

ment (performed at the output of Alice’s transmittethese 0 ( M 50ps/div
values ofa? andM result in approximately seven neighbor-  “4549 1550 1551 1552 1553
ing states falling within one standard deviation of the Wavelength [nm]

Gaussian-distributed measurement noise. .
FIG. 8. (a) Optical spectrunileft) and eye pattern of a PRBS

channel(right) at launchlafter AWG2 in Fig. 7(right)]. (b) Optical
B. Time-mode implementation spectrum(left) and eye pattern of a PRBS chanrgbht) after
. . . in-line amplification[before AWG3 in Fig. 7(right)].

While technically possible, as demonstrated above, the
polarization-state alignment required at the receiver by thehift has been applied, the relative phase between temporally
polarization-mode scheme makes it much less attractive thafeighboring states is 0 ar (differential phase-shift keying
a polarization-insensitive version with equivalent perfor- differentially correspondingota 0 or 1.Note that the phase
mance. The time-mode implementation afp is totally  modulators and the D-A boards used in the time-mode ex-
polarization-state-insensitive and is therefore much more deperiments are the same as those used in the polarization-
sirable for performing quantum-noise—protected data encrypmode experiments.
tion over real-world WDM networks. The decrypted signal then passes through a fiber-coupled

As with the polarization-mode implementation, a descrip-optical circulator and into a temporally asymmetric Michel-
tion of the time-mode experimental setup naturally breaksson interferometer with one bit-period round-trip path-length
into two parts: the transmitter-receiver pair and the WDMdelay between the two arms. Use of Faraday mirtBNg) in
fiber line. We first describe the transmitter-receiver pair. Asthe Michelson interferometer ensures good polarization-state
illustrated in Fig. 7(left), —25 dBm of power from a 1550.9- overlap at the output, yielding high visibility interference.
nm-wavelength DFB laser is projected into Alice’s 10-GHz- The interferometer is path-length-stabilized with a piezoelec-
bandwidth fiber-coupled PM. Driven by the amplified outputtric transducefPZT) and dither-lock circuit.
of a 12-bit D-A board, the modulator introduces a relative  Light from the two outputs of the interferometer is direct-
phase(0 to 0-2r radiang between temporally neighboring detected by using two room-temperature 1-GHz-bandwidth
symbols. A 4.4-kb software LFSR, which is implemented on|n-Ga-As p-i-n photodiodes set up in a difference photocur-
a PC, yields a running key that, when combined with the dataent configuration. The resulting photocurrent is either
bit, instructs the generation of one of the two states describegampled by an A-D board and stored for analysis, or put onto
in Egs.(3) and(4) at a 650 Mbit/s data rate. At this data rate, a communications signal analyz&SA) to observe eye pat-
the mean photon number per bit?, is approximately terns.
40 000. Before leaving the transmitter, the encrypted signal As shown in Fig. 7(right), the 200-km-long WDM line
is amplified with an EDFA(OA1) to a saturated output consists of two 100-GHz-spacing AWGs, two 100 km spools
power of 2 dBm. of single-mode fiber(Corning, SMF-28, and an in-line

On passing through the 200-km-long WDM lifighown  EDFA with an input isolator. Along with the quantum-noise
in Fig. 7 (right), Crypto. inand Crypto. oui, the received protected 650 Mbit/s encrypted-data channel, two 10 Ghit/s
light is amplified by another EDFAOA2) with =30 dB of  channels of classical data traffic also propagate through the
small-signal gain and a noise figure very close to the quanfirst 100 km of the described WDM line. Light from two
tum limit (NF=3 dB). The light then passes through a pair DFB lasers with wavelengths on the 100 GHz ITU grid
of 10-GHz-bandwidth polarization-maintaining-fiber- (1550.1 nm and 1551.7 nnis mixed o a 3 dB coupler,
coupled PMs oriented orthogonally with respect to eachwhere one output is terminated and the other enters a 10-
other so that th&(y) polarization mode of the first modulator GHz-bandwidth fiber-coupled Mach-Zender type LiNji®-
projects onto they(X) mode of the second modulator. The tensity modulator(IM). The IM is driven by an amplified
effect of such concatenation is to apply an optical phasd0 Gbit/s PRBS generated by a BERT with a pattern period
modulation that is independent of the polarization state of thef (2!°-1) bits. The PRBS-modulated channdlsereafter
incoming light. The relative phase shift introduced by Bob'sreferred to as PRBS channethen pass through an EDFA to
modulator pair is determined by the running Kegenerated compensate for losses before entering and being spectrally
through a software LFSR in Bob's PC and applied via theseparated by AWG1. Partial decorrelation of the PRBS chan-
amplified output of a second D-A board. After this phasenels is achieved by introducing approximately one meter fi-
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ing Bob’s hardware, but starting with an incorrect secret key.
While Fig. 9 (bottom does not explicitly demonstrate Eve’s
inability to distinguish neighboring coherent states on the
phase circle, it does, however, show that a simple bit deci-
sion is impossible. The Q factor for Bob’s eye pattern of the
(2%5-1)-bit PRBS, as measured on the CSA, was 12.3.

In all of the time-mode implementation experiments, the
coherent states are transmitted using a non-return-to-zero
(NRZ) format. The return-to-zero-like appearance of Bob’s
eye pattern is due to the nonzero rise time of the optical
phase modulation. This phenomenon is also observed in tra-
ditional NRZ-DPSK systems. The apparent banding of Eve'’s
measurements at the top and bottom of the eye pattern is due
to the sinusoidal transfer function of the temporally asym-
metric interferometer used for demodulation. Despite this ap-

: parent banding, the eavesdropper’s probability of error is
500ps/div : equal for every transmitted bit. If an eavesdropper were to,

FIG_. Top Eye pattem and istogram of Bl decrypied sig 52, DT optical eterodyne detecton, a unifor dit-

nal after 200 km propagation in the WDM line. Bottom: Eye pattern . .
propag yep In the current setup, the 12-bit D-A conversion allows

and histogram of Eve's measurements at the transmitter. Insets, re- : o
ceived 1 Mb bitmap file transmissions. Alice to generate and transmit 4094 distinct phase states

(M=2047 bases Although we simulate an eavesdropper by
ber length differencé=50 bit9 between the channels before placing Bob’s equipment at the transmitter, a real eavesdrop-
combining them into the WDM line with AWG2. On launch per would aim to make the best measurements allowed by
(i.e., after AWG3, the optical power is -2 dBm/channel for quantum mechanic§ust as in the polarization-mode imple-
all three channels. mentation. The numerical calculation used to plot Fig. 3

After propagating through the first 100 km of fib@0 dB  (left) shows that for —25 dBm signal power at 650 Mbit/s
of loss and the in-line EDFA(23 dB of gain, the channels =40 000 photons/bitwith M=2047, Eve’s maximum ob-
are separated by AWG® dB of losg. Either of the two tainable information in an individual attack on the message
PRBS channels is amplified with a 10 dB gain EDFA and thewould be less than I8 bits/bit. Under an attack imple-
GVD is partially compensated by a -1530 ps/nm DCM. Thementing an ideal heterodyne measurenigetformed at the
amplified, GVD-compensated PRBS channel is detected uutput of Alice’s transmitter these values of®> andM re-
ing an In-Ga-Asp-i-n TIA receiver (RCVR) and analyzed sult in approximately five neighboring states falling within
for errors by the BERT. Note that the reason that the PRB®ne standard deviation of the Gaussian-distributed measure-
channels do not propagate through the entire 200 km line igents noise.
because our DCM only provides enough compensation for
100 km of fiber. Figure &) (left) shows the optical spectrum
of the light measured after AWG2 with 0.01-nm resolution
bandwidth. The launch power in the quantum channel and in In summary, we have developed schemes towards the
each of the PRBS channels is —1.5 dBm. An eye pattern ofryptographic objective of practical data-encryption by using
the 1550.1 nm PRBS channel at launch is shown in Fig. 8 the fundamental and irreducible quantum-measurement un-
(right). Measuring after AWG2(i.e., at launch neither certainty of coherent states. Unlike currently deployed deter-
PRBS channel showed any errors in 10 terabits of pseudaministic encrypters whose security relies solely on unproven
random data communicated. FigurB(left) shows the op- computational complexity, we offer a new quantum-
tical spectrum(0.01 nm resolution bandwiditof the light  mechanical vehicle to quantifiable information-theoretic se-
received after the in-line amplifi€l00 km of fibej. An eye  curity through high-speed randomized encryption. Further-
pattern of the 1550.1 nm PRBS channel, post dispersiomore, we have clearly a set of specified security criteria for
compensation, is shown in Fig.(t8 (right). As in the the cryptographic service of data encryptigvhich are dif-
polarization-mode implementation, the bit-error rate for eactferent from those for key generatipand considered some
of the PRBS channels remained nearly “error-free” at Soptimal quantum attacks on our scheme. While we have yet
% 1071 despite the incomplete GVD compensation. Neitherto explicitly determine the level of information-theoretic se-
the bit-error rates nor the eye patterns of the PRBS channetaurity provided by our scheme under a general attadkich
changed when the quantum channel was turned off. may correspond to finding;,\,), our scheme does provide a

Figure 9 shows the eye patterns for an encryptegphysical layer of quantum-noise randomization that can only
650 Mbit/s (21°-1)-bit-PRBS and for an encrypted 1-Mb- enhance the security of a message already encrypted with a
bitmap-file transmissioriinsets as measured by Botiop) traditional deterministic cipher.
and Eve(bottom). In these experiments, Bob is located at the Experimentally, we have implemented and demonstrated
end of the 200-km-long line and Eve is located at the transtwo high-speed versions of they data-encryption protocol
mitter (Alice). Eve’s actions are physically simulated by us- using both polarization and time modes, and evaluated the

Grea=12.82

V. DISCUSSION AND SUMMARY

062326-9



CORNDORFet al. PHYSICAL REVIEW A 71, 062326(2005

schemes’ performances through active WDM lines. Whereas ACKNOWLEDGMENTS
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