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The Ne-like resonance 2p6 1S-2p53d 1P s3Cd to intercombination 2p6 1S-2p53d 3D s3Dd line-intensity ra-
tio, Rs3C/3Dd, has been extensively studied through high-accuracy measurements and calculations of atomic
structure and collision cross sections. However, even state-of-the-art relativistic multiconfiguration atomic-
physics codes generally predict values ofRs3C/3Dd that are significantly larger than those observed in
coronal-density experiments. In this paper, predictions ofRs3C/3Dd across the Ne-like isoelectronic sequence
from chromium to silver are brought into agreement with coronal-density experimental measurements in two
steps: first by including a semiempirical correction in the collisional atomic data due to configuration-
interaction effects, and next by including the effects of cascades on the upper level populations. The
configuration-interaction correction is inspired by the observation that nearly all data-production codes fail to
predict Rs3C/3Dd correctly and is justified theoretically by a careful analysis of configuration-interaction
contributions to level energies. The dependence ofRs3C/3Dd with electron density and its agreement with
moderate-density measurements are shown. A brief description of the application of our technique to line ratios
in He- and Ni-like x-ray spectra is also given.
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I. INTRODUCTION

With its closed-shell ground configuration, the Ne-like ion
is stable against ionization across a relatively broad range of
temperatures. Spectra from Ne-like ions, with only a few
strong and well-resolved emission lines, are workhorse spec-
troscopic diagnostic probes of plasma temperature and den-
sity conditions in both astrophysicalf1–9g and laboratory
plasmasf10–14g. The Ne-like spectrum has been extensively
studied through experimental measurements and theoretical
calculations, and yet there is persistent disagreement
between the experimental and theoretical values of
the 3C/3D Ne-like line-intensity ratio, Rs3C/3Dd
f3c: 2s22p6 1S0-2s22p53d 1P1 sLS-couplingd or s2p1/2,3d3/2d1

sj j -couplingd and 3D: 2s22p6 1S0-2s22p53d 3D1 or
s2p3/2,3d5/2d1g. In 2003, Beiersdorferf15g pointed out that
calculations have overpredictedRs3C/3Dd in FeXVII since
the 1980s. This failure of theoretical atomic calculations to
predict correctly a relatively simple ratio in the FeXVII spec-
trum has cast doubt on the absolute accuracy of calculated
atomic data and has given rise to energetic debate about the
role of physical processes such as resonance scattering of
line radiation in the solar coronaf5,16–18g. Recent high-
precision electron beam ion-trapsEBITd measurements of
the isolated 3C and 3D lines f19,20g have clarified the roles
of line blends and resonance scattering in the observed
stellar-coronae FeXVII ratios. The EBIT experiments have
shown that for observations over a range of temperatures,
FeXVI satellites give a spurious enhancement of the 3D in-
tensity, and remove any question about optical depth from
the interpretation of the 3C resonance line intensity from
astrophysical sourcesf20g. However, modern atomic physics
codesse.g.,f21–23g, and many others to be discussed belowd
still cannot correctly predictRs3C/3Dd for FeXVII . One ex-
ception, discussed below, are the FeXVII calculations of Chen

and Pradhanf24,25g. Further measurementsf26,27g from
low-density plasmas have shown that the theoretical overpre-
diction of Rs3C/3Dd is systematic for mid-Z elements.

Relativistic, multiconfiguration calculations find that
Rs3C/3Dd decreases with higher atomic numbers, since the
relative strength of the “forbidden” 3D line increases with
respect to the 3C line as ions move away fromLS-coupling
and the contributions of different pure basis states to the
physical upper level of each transition change. The strength
of the forbidden line with respect to the resonance line in-
creases as<Zc

6 nearLS-coupling, whereZc is the effective
ion charge. In the present work, we find that by making a
small semiempirical correction to the multiconfiguration
contribution to the strength of the 3D sincreased or 3C sde-
creased line, we can improve the agreement between pre-
dicted and observedRs3C/3Dd’s from an overprediction of
*20% to <10% for mid-Z sZ=24 to Z=32d elements. The
magnitude of this configuration-interactionsCId correction is
determined by comparing energy-level calculations with
high-precision measurements of energy differences between
the upper levels of the 3C and 3D lines. In Sec. III of the
present paper, we postulate how our semiempirical CI cor-
rection accounts for the infinite number of vanishingly small
CI corrections to the strength of the 3C and 3D transitions.

In addition to the CI correction, we examine the effects of
collisional-radiativesCRd processes onRs3C/3Dd, namely
collisional mixing of level populations and radiative cas-
cades following electron-impact excitation. We show that in
the coronalslow-densityd limit, Rs3C/3Dd is smaller than the
ratio of collisional excitation rates which is often taken to
obtain low-density line ratios, because radiative cascades
preferentially enhance the population of the upper level of
3D. At intermediate densities,Rs3C/3Dd decreases due to
collisional processes that tend to depopulate the upper level
of 3C relative to that of 3D, and then increases towards the
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LTE shigh-densityd limit. By including both CI corrections
and CR effects, the predicted values ofRs3C/3Dd agree well
with ratios measured for many elements in plasmas with a
wide range of densities.

A recent paperf24,25g has proposed that the theoretical
Rs3C/3Dd can be brought into agreement with experiment
by using large-scale, relativistic close couplingsCCd calcu-
lations of collision strengths, and demonstrated such agree-
ment for FeXVII . The present paper offers an alternative path
for progress on improving modeled x-ray line ratios. We find
that our CI correction to calculated collision strengths ac-
counts for approximately half of the difference between the
CC results in Refs.f24,25g and older distorted-wave approxi-
mation sDWAd calculations ofRs3C/3Dd. Radiative cas-
cadesswhich were also included inf24,25gd contribute a cor-
rection of equal magnitude to the ratio and bring our DWA
calculations into full agreement with experimental measure-
ments; the present work thus offers a general path for the
improvement of atomic structure codes and calls out the ob-
servation that a full treatment of CR processes is required
even at low densities.

In Sec. II below, we present selected details of the
HULLAC suite of codesf21g we use for atomic data genera-
tion. In Sec. III, we introduce our CI correction to calcula-
tions done with the HULLAC suite of codes for all elements
from Cr sZ=24d to Ag sZ=47d. The collisional-radiative
model is introduced in Sec. IV, and CR effects on calculated
values ofRs3C/3Dd are shown over a wide range of electron
densities. Evidence that these CI and CR corrections to cal-
culated resonance to intercombination line ratios may be
quite general is presented in Sec. V: We review published
theoretical data sets for FeXVII , showing that older calcula-
tions fail to predictRs3C/3Dd in the low-density limit and
that their discrepancies are all in a direction consistent with
the parameter that indicates the size of the needed CI correc-
tion. We also note that overpredictions of resonance to inter-
combination line ratios have been observed in He-like and
Ni-like systems and show that the present approach may im-
prove the agreement between experiment and theory in those
systems as well. Finally, we conclude in Sec. VI.

II. CHOICE OF CODES

In the sections that follow, we present calculations for
Rs3C/3Dd from Ne-like ions of several elements for both
low- and high-density plasmas. In every case, the data used
to compute the ratio come from the HULLACsversion 7d
suite of codes. Details on the codes in the HULLAC package
are given inf21g and the references therein; here, we will
only summarize the salient points. We choose to work with
HULLAC data because the codes have been shown to be
highly accuratef28–30g and easy to use for collisional radia-
tive modeling f12,31,32g. We are highly familiar with the
details of the HULLAC calculations and can assess the con-
tributions of parts of the energy-level calculation to the de-
rived energy eigenvalues.

Radial wave functions in HULLAC are computed with
the RASERf33–35g code, which is a fully relativistic, mul-
ticonfiguration Dirac solver that operates in intermediate

coupling. CI is allowed between all levels in the problem
with common total angular momentaJ and common parity,
or between the levels of a set of user-specified configura-
tions; for all calculations discussed here, we operated in the
former manner. The atomic relativistic states are obtained
from the many electron Dirac Hamilitonian that includes the
Breit f36g interaction and quantum electrodynamicsQEDd
corrections. Wave functions for mixed-configuration states
are found by diagonalizing a zeroth order Hamiltonian ma-
trix that includes Dirac monoelectronic energies and the
spherically averaged interaction between the electrons and a
first-order perturbation that includes the nonspherical part of
the electron-electron interaction; the results are mixed-
configuration states, first-order energies and some correlation
corrections. These correlation corrections are most important
in the level energies of fairly low-Z members of the Ne-like
isoelectronic sequencesTi12+ and belowd f37g, and, since the
shift in level energies has been found to be nearly uniform
for all levels of a configurationf38g, they cancel out of the
energy difference between the upper levels of the 3C and 3D
transitions and are not important to the present proposed CI
correction.

Rather than use the variational principle that is the basis
of the Hartree-Fock and Dirac-Fock methods of solution,
RASER uses perturbation theory to minimize configuration-
averaged energies using an analytic, parametric potential
f34g. The single potential gives orthogonal wave functions,
which are not guaranteed by the variational treatments. In the
parametric potential, the exact exchange contribution to the
first order energies is included without a need for an explicit
exchange potential, and transition energies between nearby
levels can be computed directly, rather than as thessmalld
differences betweenslarged total energies. For the present
calculations, we minimized the energies of the 2s22p53,
s,ø2d configurations in separate potentials for each, value,
and also used separate potentials to compute the wave func-
tions and energies of levels in 2s22p6, 2s12p63, s,ø2d,
2s22p54, s,ø3d, 2s22p5n, s5ønø8,,ø4d, and 2s12p6n,
s4ønø8,,ø4d. Since the wave functions obtained using
these separate potentials may not be orthogonal, RASER
saves the optimized average energy for each configuration
computed in its specified potential, then computes the energy
of all fine-structure levels in the problem in a single specified
potentialsusually that of the ground configurationd, thus in-
suring orthogonal wave functions. An energy shift is applied
for the difference between the calculations in the optimal
potential and the final potential, and all transition operators
are evaluated with the orthogonal final-potential wave func-
tions.

The contributions from the Breit operator are computed as
a second-order perturbation with magnetic integrals accord-
ing to the formalism of Grantsfirst paper off35gd for aver-
ages of relativistic configurations. QED correctionssself-
energy of a bound electronf39g and vacuum polarization
f40gd are then added to the first-order energies by equating an
effective nuclear charge for each bound electron to tabulated
valuesfsee Eq.s6d of f41gg. The set of configurations listed
above generates 361 fine-structure levels; in the calculations
investigatingRs3C/3Dd for all elements fromZ=24 to Z
=47, we find accuracies in the absolute energies of the 3C
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and 3D levels compared to experimental measurements of
between 1 part in 1500 to 1 part in 3300.

The piece of the HULLAC package that calculates the
bound-bound electron-impact-excitation collision strengths
is the COLEX suite of codesf42g. COLEX gets the transition
energies and the relativistic wave functions from RASER
and computes collision strengths semirelativistically in the
distorted wave approximationsDWAd f43g. Here, semi-
relativistically means approximating the large radial compo-
nent of the continuum-electron wave function with a
Schrödinger solution and setting the small component to
zero. Unlike the CC method, which couples open and closed
channels, the DWA does not preserve unitarity. However, for
highly charged ions such as those considered here, the actual
collision-strength matrix elements are quite small, and the
unitarization correction is not neededf44g. HULLAC
achieves a great increase in the speed of the collision
strength calculation by factoring the cross-section formulas
into a radial part involving only one-electron wave functions
and a sum over the partial waves of the continuum electron
and an angular part involving the coupling between the
bound electrons in the target states of each transitionf42g.
The latter piece is applicable to any coupling scheme and to
mixed-configuration states. The exchange interaction be-
tween the continuum electron and the target states is kept,
the effect being carried in values of the tensor rank for an-
gular coefficients that might not satisfy the usual parity con-
straints for electric multipole transitions. The radial part of
the calculation still depends on specific transitions through
conservation of energy, i.e.,DEif =Ef −Ei =«in−«out, whereE
is the energy of a target level, and« is the energy of the
incoming or outgoing continuum electron. However, instead

of recomputing the radial integrals for each transition and
each «out, it was found f42g that the radial integrals are
smooth functions that can interpolated between a few values
of DEif . In particular, for a given«out and a given array of
transitions, the integrals are calculated for the largest, small-
est and mean transition energies, and linear interpolation on
DEif is used to estimate the restfinterpolation on logsDEifd
for dipole allowed integralsg. A great speedup of the calcu-
lation of the continuum orbitals has been achieved by an
elaborationf45g of the classical phase amplitude description
of the free-electron wave functions. The formula of Burgess
f46g is used to estimate the sum over partial waves from
some upper value tò ; the upper value for each transition
array is calculated in the COLEX suite by requiring that the
estimated contribution from the high partial waves be small
f21g. Given that high-Z ions can have configurations with
enormous numbers of levels, and that the transition arrays
coupling such configurations are also enormous, the
factorization-interpolation method of the HULLAC suite can
speed up calculations by orders of magnitude.

III. CI CORRECTIONS

Having described some details of the present calculations,
we turn to a comparison of calculated line ratios to low-
density experimental values. The state of this comparison for
various elements is shown in Fig. 1. The dashed lines show
the calculated ratios of oscillator strengths and electron-
impact excitation collision strengths, as labeled, and the ex-
perimental ratios are taken from the literature
f19,20,26,27,29,32,47g. For iron sZ=26d, two experimental
data points are given, one from an EBIT, which has a density

FIG. 1. sColor onlined sTopd Summary of ex-
perimental 3C to 3D intensity ratios from low-
density sources along with HULLAC calculations
of the ratios of oscillator strengthssshort dashesd
and collision strengthsslong dashes, with CI cor-
rection, solid lined. sBottomd The relative differ-
ences between calculated and measured 3C and
3D upper level energies.
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of ne<1012 cm−3, and one from the PLT tokamak, which has
ne<531013 cm−3; both of these plasmas are near the low-
density limit for Rs3C/3Dd. The EBIT value was observed
from a nearly pure Fe16+ plasma while the tokamak value
was observed with a line of sight that passed through a large
range of plasma temperatures and included emission from
several other iron ions, including FeXVI lines. As was dem-
onstrated by Brownet al. f20g, the lower value of the toka-
mak ratio is due to a near coincidence between an inner-shell
excited line of FeXVI with the 3D line of FeXVII . Data for Ge
sZ=32d, Se sZ=34d, Kr sZ=36d, Mo sZ=42d, and Ag sZ
=47d are also from tokamaks and may be similarly affected
by lines from other ions; this possibility is reflected in their
larger error bars.

The theoretical ratios of collision strengths given in Fig. 1
are close to line-intensity ratios in the low-density limit
where collisional coupling and radiative cascades between
levels in the Ne-like ion are neglected. In this limit,
Rs3C/3Dd is

I3C/I3D = b3CQ3C/b3DQ3D, s1d

whereb is the radiative branching ratio for the line in ques-
tion svery near unity for 3C and 3D in all elementsd, andQ
is the rate coefficient for impact excitation from the Ne-like
ground state to the upper level of the transition. For the
nearly monoenergetic electron beam of an EBIT, the rate
coefficient is directly proportional to the collision cross sec-
tion and the impact electron velocity:Q=vess«d, where« is
the impact-electron energy. The cross section for excitation is
related to the dimensionless collision strength bys
=sRypa0

2/g0«dV, whereRy is the Rydberg unit of energy,a0

is the Bohr radius, andg0 is the statistical weight of the
initial level. Thus, for the EBIT observations, theRs3C/3Dd
values are simply the ratios of any of the quantitiesQ, s or
V, and are identically given in Fig. 1, where we have calcu-
lated collision strengths at the electron beam energies re-
ported for the EBIT experiments. We find that the ratio of
V3Cs«d to V3Ds«d changes by less than 5% for Ne-like Fe
when« increases by two orders of magnitude from near the
threshold energy for 3C, and by less than 2.5% for Ne-like
Mo when« increases by three orders of magnitude. For to-
kamaks, which have Maxwellian electron distributions char-
acterized by an electron temperatureTe, collision rate coef-
ficients kvsl are obtained by averaging collision strengths
over the electron distribution. This averaging introduces a
factor of exps−DEij /Ted to the rate coefficients. Since the
ratio of the 3C to 3D collision strengths is nearly constant for
impact-electron energies from threshold to tens of keV, the
ratio of Maxwellian collision rates reduces to the ratio
V3C/V3D and a factor exps−dE/kTd, where dE=DEs3Cd
−DEs3Dd. The exponential factor is near unity for tempera-
tures much larger than the energy differencedE, and for
typical tokamak temperatures of 1–2 keV, the collision
strength ratios given in Fig. 1 are within 5% of the
Maxwellian-averaged collision rate ratios. Figure 1 shows
that both EBIT and tokamak measurements ofRs3C/3Dd are
systematically overpredicted by about 20%.

In pureLScoupling, the 3D transition is strictly forbidden
by both theDS and DL selection rules. The transition pro-

ceeds in intermediate coupling because the physical state of
the upper level of the 3D transition contains admixtures from
the upper levels of both 3C and 3E s2p6 1S0-2p53d3P1d. The
increase of the 3D transition with larger atomic numbers is
due to increasing relativistic effects in the upper level wave
functions that move the system farther fromLS coupling.
Strength is transferred between upper levels of ionic transi-
tions by configuration interaction, which takes place due to
off-diagonal elements of the Coulomb interaction operator
G. The strength of the interaction depends on the separation
of the interacting levels. For some statec1, to first order in
the perturbation by theG operator, the mixed state reads

uhc1jl = uc1l + o
i

ucilkciuGuc1l/fE1 − Eig, s2d

where the state in curly brackets is mixed, and the sum runs
over all levels with the same parity and total angular momen-
tum as uc1l. From Eq. s2d, it is possible to deduce the
strength of the transition fromuhc1jl to some levelc0 smixed
or pured that is created by the interaction with basis states
ucil

S1,0= o
i

o
q

hkc0uDq
s1ducilkciuGuc1l/fE1 − Eigj2, s3d

where D̂=erI is the electric dipole operator. Thus, the
strength transferred to the transition 1→0 by CI is propor-
tional to the inverse square of the energy-level separation
between level 1 and the perturbing level.sThe case of level 0
being strongly mixed can be included too, such is not the
case for the ground state of the Ne-like ions considered
here.d Strong CI effects have been observed in then=3 lev-
els of higher-Z Ne-like ions when levels approach each other
f48g, and dramatic examples of the transfer of strength be-
tweennC andn8D sn.n8d transitions inn8.3 levels have
been documented when levels with different principal quan-
tum numbers approach each otherf28–30,49g. Since colli-
sion strengths are proportional to the transition strength in
Eq. s3d, the effect of CI on collision strengths manifests as
the inverse square of the energy difference between the mix-
ing levels. In our calculations, the upper levels of 3C and 3D
are strongly mixed with each other for lower-Z elements
sfrom Cr to Krd, and the upper level of 3D also mixes
strongly with the upper level of 3E for all elements from Cr
to Ag.

The convergence of the CI effect with increasing numbers
of mixing levels is shown in Fig. 2 for the case of FeXVII . In
Fig. 2, we plot the calculated difference between the upper
energy levels of the 3C and 3D transitions,dEcalc, relative to
the difference measured by Brownet al., dEexpt. Each point
in the figure is calculated including another manifold of lev-
els sall with principal quantum numbernd to interact with all
previously included levels: the circles are for calculations
that are formed by the promotion of a singlen=2 electron,
the squares have configurations formed by promoting either
one or twon=2 electrons. That is, the circle atn=3 includes
interaction between all levels with a promotion of either a 2s
or 2p electron to a 3, s,ø2d orbital, and the square atn
=3 includes those same singly excited configurations plus
2s22p43,3,8 and 2s12p53,3,8. Likewise, the circle atn=4
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includes then=3 configurations and all singly excited 4,
s,ø3d orbitals, and the square atn=4 includes all the singly
and doubly excitedn=3 configurations plus the singly ex-
cited n=4 configurations and 2s22p43,4,8 and 2s12p53,4,8
s,8ø3d. For nù5, only n, orbitals with s,ø4d have been
considered and forn.8, the 2sn, channels have been ne-
glected. Beyondn=6, the doubly excited channels become
too large to compute in an integrated fashion.

Figure 2 illustrates that the calculated value ofdEcalc gets
closer to the experimental value as the number of channels
included in the CI correction increasesseither by increasing
the maximum value ofn or by including doubly excited
channels as well as singly excited channelsd. This decrease of
dEcalc towardsdEexpt is due to a much faster repulsion of the
3C upper level away from the continuumstowards 3Dd than
for the upper level of 3D. In the singly excited case, the
actual change of the 3C level energy going fromn=3 to n
ø15 is<0.25 eV out of<826 eV, while the shift of the 3D
level energy is only<0.095 eV out of<812 eV. The intro-
duction of doubly excited configurations in the calculations
is dramatic; their inclusion in just then=3 case captures
more of the correction required to get agreement with mea-
sure FeXVII level energies than does going tonø15 in the
singly excited channel. The ratio ofV3C/V3D is also affected
by the limit of CI in the calculation. For the singly excited
case, theV3C/V3D ratio goes from 3.85sn=3 onlyd to 3.68
snø8, the value shown in Fig. 1d, and is almost constant
with n thereafter. Adding doubly excited levels withnø4
sthe largest model for which we could get COLEX to rund,
the V3C/V3D ratio decreases to 3.51.

The FeXVII example above shows that the agreement of
the calculateddEcalc with high-precision experimental mea-
surements improves significantly when CI effects are explic-
itly included for a large number of states, and that better
agreement indEcalc leads to better agreement inV3C/V3D.
These same observations obtain in all the Ne-like systems
studied here. However, since the number of channels which
can contribute to the CI effects ondEcalc is potentially infi-
nite, we propose a semiempirical correction which can be
used with calculations of any complexity. Following Eq.s3d,
the correction toRs3C/3Dd for the strength transferred by an

infinite number of CI channels can be obtained by adjusting
the dominant mixing in the upper levels of 3C sor 3Dd by the
experimental energy separation of the interacting levels, giv-
ing

Rs3C/3Dd =
V3Cb3C

V3Db3D
SdEexpt

dEcalcD2

. s4d

As evidence for the general applicability of this formulation,
we note that the two values of theV3C/V3D ratio quoted
aboves3.68 and 3.51d give nearly the same values3.28 and
3.25d when the corrections from Fig. 2 are used. Therefore,
throughout the remainder of this section and the next, we use
calculations which include only CI contributions from singly
excited states withnø8.

The theoretical ratios of collision strengths given by the
dashed line in Fig. 1 overestimate the experimental data
points by an average of about 20% forZø35, falling well
outside the experimental error bars. However, as shown in
the bottom panel of Fig. 1, the HULLAC data also system-
atically overpredictsdEcalc in comparison to precise experi-
mental measurementsf19,30,50–54g. The intensity ratios
given by the solid line in Fig. 1 are obtained by modifying
the HULLAC intensity ratios according to Eq.s4d. The cor-
rected theoretical ratios are within about 10% of the experi-
mental ratios. The CI correction is largest forZø32, where
the system is far from bothLSand j j -coupling and where the
disagreement inRs3C/3Dd was greatest to begin with. The
HULLAC predictions for the 3D level energy are less than
1 eV below the measured energies for 24øZø34, while the
predicted 3C level energies are&1 eV larger than measured.
For Z.36, the energies of both 3C and 3D are predicted to
be 1–2 eV larger than observed. The opposite direction of
the disagreements at the low-Z end of the range leads to the
larger divergence between theory and observation seen in the
lower panel of Fig. 1.

The magnitude of this CI effect, and the impracticality of
including every important CI channel inab initio calcula-
tions of energy levels, suggests that atomic-structure codes
should have an option to converge their calculated energy
levels to highly accurate spectroscopic measurements in or-
der to improve atomic data for CR models. However, it is an
open question whether the CI correction ought to be applied
by increasing the rates into and out of the upper level of 3D
or by decreasing those of 3C. Either method will decrease
Rs3C/3Dd, but the choice made here will affect other line
ratios as well. Some guidance on this question is provided in
f55g, where several ratios of various 2p-3s and 2d-3d line
intensities in the FeXVII spectrum indicate that an overesti-
mation of the 3C line intensity is the source of the disagree-
ment between theory and experiment.

IV. CR CORRECTIONS AND DENSITY EFFECTS

Including CI corrections in the data is a necessary step
towards reaching agreement with the experimental measure-
ments, however, even with this correction, many theoretical
points still fall outside the experimental error bars in Fig. 1.
The intensity ratios given in Fig. 1 neglect radiative cascades
and collisional processes, an approximation that is nearly

FIG. 2. FeXVII dEexpt/dEcalc versus highest principal quantum
number included in the structure calculation. Circles: calculations
with only singly excited levels; squares: with doubly excited levels
includedsdEexpt=13.365 from Brownet al. f19gd.
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ubiquitous in the literature. However, CR processes can af-
fect line intensities even at low densities, particularly in
closed-shell ions, where radiative cascades from excited lev-
els that cannot decay directly to the ground state can feed
into the upper levels of dipole-allowed lines. We have per-
formed CR calculations using models based on HULLAC
data to quantify the effects of CR processes on the 3C and
3D line intensities. The models include levels up ton=8 for
Ne-like ions and up ton=4 s5d for F- sNa-d like ions. Se-
lected autoionizing states withn up to 5 are included in the
Na-like ions.

Figure 3 shows the results of these CR calculations for Fe,
Ni, and Ge at Maxwellian temperatures from 0.1 to 0.2 times
the ionization energy of the Ne-like ion. Ratios of the CI-
corrected collisional rate coefficientsslow-density limitd and
ratios of radiative decay rates with Boltzmann factorssLTE/
high-density limitd are given in Fig. 3 by dashed and dotted
lines, respectively. Note that while the ratios reach the LTE
limit at high densities, the ratios of collisional rates are about
5% larger than the intensity ratios found using a full CR
treatment. This is because radiative cascades from high-n
levels preferentially populate the upper level of 3D in DL
=1 transitions over the upper level of 3C. The effects of
cascades are largest for the low-Z models—decreasing
Rs3C/3Dd by almost 10% for Cr and only 3% for Mo—
because theLSselection rules that govern radiative decay are
most strict in low-Z systems. The effects of radiative cas-
cades onRs3C/3Dd have been found to converge in the low-
density limit when levels up ton<5 are included in the CR
modelsf56g. At intermediate densities, collisional processes
sincluding ionization and recombinationd tend to depopulate
3C preferentially over 3D, and the intensity ratio falls further
below the low- and high-density limits. The ratio reaches a
minimum at somene which increases withZ, and then in-
creases to its LTE limit at very highne.

With both the CR and the CI corrections, almost all of the
calculated data points fall within the error bars of the low-
density experimental data, as shown by the solid line in Fig.

4. Figure 4 also shows moderate-density ratios derived from
published spectra from pinch and laser-produced plasmas
f10,14,57–61g. The error bars on the moderate-density data
points are large because of possible intensity contributions to
3C and 3D from F- and Na-like lines. In both density re-
gimes, the calculated data agree well with experimental val-
ues. Both the CI and CR corrections toRs3C/3Dd are largest
for smallerZ, where the deviation from experiment has his-
torically been the most dramatic. ForZ from 24 to 30 in
particular, both inaccuracies in calculated level energies and
significant CR effects conspire to invalidate simple ratios of
ab initio collision strengths as predictors ofRs3C/3Dd.

V. DISCUSSION

In the preceding sections, we have shown how the com-
bination of a semiempirical configuration-interaction correc-
tion and the inclusion of CR effects on line intensities can
bring predicted values ofRs3C/3Dd into agreement with ex-
perimental measurements over a wide range of electron den-
sities across a significant swath of the neon isoelectronic se-
quence. In this section, we present evidence to show that
such corrections may be very generally useful. First, we
present a survey ofRs3C/3Dd values obtained using pub-
lished data for FeXVII from a number of independent codes
that treat CI in various levels of detail. We show that the
deviation of the theoreticalRs3C/3Dd values from experi-
ment is strongly correlated with the deviation ofdEcalc from
dEexpt, and that applying the correction in Eq.s4d brings the
theoretical ratios much closer to the experimental values. We
then reprise overpredictions of resonance to intercombina-
tion line-intensity ratios which have been observed in other
closed-shell ions, including He-, Mg-, and Ni-like ions, and
discuss the possibility that corrections similar to those pre-
sented here for Ne-like ions may be applicable to other iso-
electronic systems.

FIG. 3. sColor onlined Density dependence of modeled 3C/3D
intensity ratios for Fe, Ni, and Ge. The intensity ratios approach
LTE limits sdottedd at high densities but deviate from ratios of
collision ratessdashedd in the low-density limit due to radiative
cascades.

FIG. 4. sColor onlined ExperimentalRs3C/3Dd’s from low- and
moderate-density sources with theoretical values. The low-density
ratios were calculated using CI-corrected rates at beam energies
0.9–0.96 times the Ne-like ionization energyEZ. The moderate-
density values are from minima of curves like those given in Fig. 3
at temperatures 0.1–0.2 timesEZ.
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A. Review of other calculations

Figure 5 summarizes the predicted 3C/3D ratios for
FeXVII available from large, calculated data sets in the litera-
ture f28,25,62–68g. The ratios are plotted against
sdEexpt/dEcalcd2 fi.e., the correction factor given in Eq.s4dg.
Also shown in Fig. 5 is theupper half of the error band
reported by Brownet al. for Rs3C/3Dd from a low-density,
optically thin, purely Fe16+ plasma in an EBIT,Rs3C/3Dd
=3.04±0.12. The ratios in Fig. 5 are computed taking the
ratios of collision strengthssVd: A sHULLAC, present
workd, B: sCornille, Dubau and Jacquemotd f62g, D: sZhang
and Sampsond f64g, and G: sBhatia, Feldman, and Seelyd
f67g, cross sectionsssd: E: sHagelstein and Jungd f65g, and
rate coefficients or tabulated emissivitiessgd: C: sBhatia and
Doschekd f63g at Te=345 eV, F: sSmith et al.d f66g at Te
=172 eV, and H:sChenet al.d f25g for Ebeam=1150 eV. The
tabulated emissivities of Bhatia and DoscheksCd include
many of the CR corrections we discuss in Sec. IV and we
have explicitly removed cascade contributions to the data of
Smithet al. sFd f66g. We note that Waljeskiet al. f18g give a
calculated ratio of emissivitiesR(gs3Cd /gs3Dd)=3.8 for Te

between 172 and 259 eV, based on a compilation of the
other listed data sets, but since no calculated transition ener-
gies are given inf18g, this point is not plotted in Fig. 5. Also
left off the plot are published values of the ratio of collision
strengths by Mohanf68g, which haddEcalcødEexpt sthus the
point would have been far to the right of 1.00 in Fig. 5d, in
spite of the fact that theirRs3C/3Dd=3.99 value is consis-
tent with the others shown. The same set of ratios is plotted
chronologically in Ref.f15g, along with two older calcula-
tions. Both of the older calculationsf69,70g give Rs3C/3Dd
values that fall in the error band given by Brownet al.but do
not give calculated transition energies. Generally, Fig. 5
shows that the calculations with larger discrepancies in the
predicted 3C and 3D level separation also haveRs3C/3Dd
values that are farther away from the measured data.

We note that the calculations inf62,64,66,68g spoints B,
D, F, and the point fromf68g not plottedd included interac-

tion between singly excitedn=3 and n=4 levels, and the
calculations inf63,65,67g spoints C, E, and Gd only hadn
=3 levels. As indicated by the convergence study given in
Fig. 2, all are deficient in accounting for CI effects on level
energies. When the CI corrections given by Eq.s4d are in-
cluded in the given data points, the calculated ratios fall
much nearer the measured valuescrosses in Fig. 5d.

The data in Fig. 5 emphasize the motivation for this work:
so far, calculations have been unable to provide consistent or
reliable predictions for the optically thin value of this rela-
tively simple line ratio. Figure 5 includes data from a wide
variety of different calculations fors1d bound-state wave
functions ands2d the collision strength of the bound-bound
electron-impact excitations. The calculations off68g snot
plottedd used the CIV3 codef71g with orthogonal orbitals,
and accounted for relativistic effects andlimited CI sonly
with LS terms of 2s22p6 and 2s22p53, configurationsd at the
first step, and then performed a CC calculation to obtain
collision strengths. The works in Refs.f62g sBd and f63,67g
sC and Gd were performed with the SUPERSTRUCTURE
code of Eissnerf72g; wave functions were found from mini-
mizing a nonrelativistic Hamiltonian with either a Thomas-
Fermi-Dirac-Amaldi or a Thomas-Fermi potential, respec-
tively, and relativistic effects were added later. In Ref.f62g
sBd, CI only from configurations of the form 2s22p6 and
2s22p5n, for nø4d was allowed; inf67g sGd CI with only
2s22p53, was considered, while inf63g sCd, 2s2p63, con-
figurations were added. DWA collision strengths, with vari-
ous values of the highest-angular-momentum partial wave
considered, were carried out inf62,63,67g sB, C, and Gd, and
extrapolations beyond that cutoff value were considered for
convergence. The calculations inf64g sDd are very similar to
those done by the HULLAC package for both the bound
wave functions and the collision strengths: a Dirac-Fock-
Slater potential is minimized in solving the Dirac equation to
find the bound wave functions; wave functions are automati-
cally orthogonal, and the exchange potential is included from
the beginning. The calculations are fully relativistic, and con-
sider CI with alln=3 andn=4 levels formed from a single
promotion of a 2s or 2p electron. The collision strengths in
f64g are given by a relativistic DWA calculation that employs
the same factorization technique originally developed for the
HULLAC suite f42g. Finally, the calculations off65g sEd
provide relativistic DWA collision strengths. These calcula-
tions employ the YODA package, which uses relativistic
Hartree-Fock orbitals to evaluate Coulomb and Breit terms
f36g in the Hamiltonian, as well as self-energy and vacuum
polarization. A finite-sized atomic nucleus is considered with
a Fermi charge distribution. Continuum orbitals for the col-
lision strength calculation are computed in the DWA, ne-
glecting exchange with bound-state orbitals.

Thus, a wide range of codes that employ a wide range of
techniques and approximations have been used to compute
the ratioRs3C/3Dd, and in each case, the calculated ratios
can be reduced towards the experimental value by applying
our proposed semiempirical correction.sThe special case of
point “H” will be discussed further below.d Note that even
with the imposed CI correction, the crosses shown in Fig. 5
still lay outside the error band of the Brownet al. measure-
ment, indicating that the further correction to the ratio due to

FIG. 5. FeXVII 3C/3D ratios as predicted by various calcula-
tions: AsHULLAC, present workd, B f62g, C f63g, D f64g, E f65g, F
f66g, G f67g, and Hf25g. The ratios including the CI correctionfEq.
s4dg are given by the crosses. The measured value and the upper half
of the uncertainty band reported by Brownet al. f19g are given by
the shading at the bottom of the plot.
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CR effects is required.fIf one uses the ratio of collision rates
at Te=172 eV in f66g that includes the effect of cascades,
one finds a ratioRs3C/3Dd=3.08 that falls within the error
band in Fig. 5 without modification.g

Special discussion must be given to the recent calcula-
tions of Chen, Pradhan, and Eissnerf24,25g. Extensive CC
calculations for all the collision strengths among the 89 fine-
structure levelssgenerated by configurations of the form
2s22p6, 2,73,8, and 2,74,8d, have been applied in a colli-
sional radiative model to calculateRs3C/3Dd andRs3E/3Dd
line-intensity ratios. The CI contributions to the CC collision
strength calculations inf24,25g are much more extensive
than those of both the CC calculations off68g and the DWA
calculations inf62,63,67g. The atomic-structure calculations
in f24,25g are done with radial functions from
SUPERSTRUCTURE that are used to find fine-structure
level energies from the Breit-Pauli Hamiltonianf73g. The 3C
and 3D upper level energies that come out of this are very
close to the measured value, withdEcalc=13.874 eVsversus
dEexpt=13.365 eVd. A Breit-PauliR-matrix codef74g is used
to compute the CC collision strengths in a manner that ac-
counts for theN-shell sn=4d contribution to resonance struc-
ture. Taking a Gaussian average over resonance structures in
the data off25g, which approximates the physical spread in
the electron beam energies in Ref.f19g, the authors find a
value of R(gs3Cd /gs3Dd)=3.10 at an energy<324 eV
above the threshold for the 3C transition. We have shown
above that a semiempirical accounting for the infinite spec-
trum of CI corrections to the calculated collision strengths,
which arise from singly excited Ne-like levels from higher-n
configurations, and, primarily, from doubly excited Ne-like
configurations, has approximately the same effect on
Rs3C/3Dd as the spectrum of resonances in Ref.f25g.

B. Other closed-shell ions

The Ne-like systems investigated in this paper are not the
only closed-shell ions for which overpredictions of
resonance-to-intercombination line ratios have been ob-
served. A previous work has noted difficulty in predicting the
resonance to intercombination line-intensity ratio inDn=0
transitions in Mg-like ions for almost the same range of el-
ements looked at heref75g; there, an appeal to an unlikely
departure from ionization equilibrium was needed to bring
models into agreement with observations.

In 2000, a surveyf76g of low-density measurements on
the Livermore EBIT ofn=3→1 line ratios in He-like sys-
tems with Z from 12 to 26 showed that the resonance
line s1s3p 1P1-1s2 1S0d to intercombination line
s1s3p 3P1-1s2 1S0d ratio was systematically overpredicted
by both HULLAC and MCDFf77g codes. Although no high-
precision transition energy measurements were given inf76g,
we have compared reference data fromf50g to data calcu-
lated using the FAC codef22g for several He-like ions and
have found that the calculated energy difference between the
upper levels of the resonance and intercombination lines is
larger than the reference energy difference. Including the im-
plied CI correction in a manner analogous to Eq.s4d would
decrease the theoretical He-like resonance to intercombina-

tion line-intensity ratios given inf76g, bringing them closer
to the measured ratios. We note that the experiment inf76g
was designed to prevent excitation into He-like states with
nø4 in order to minimize the effects of radiative cascades
on the measured line intensitiesssuch flexibility is one of the
great advantages of EBIT measurementsd; however, prelimi-
nary CR calculations suggest that collisional interactions
may still play a role in the He-like line formation processes.

More recently, high-precision measurements of Ni-like Au
f78g and W f79g spectra have been performed on the Liver-
more EBIT. The Ni-like ion has a ground state configuration
of 3s23p63d10 1S0 and strong excitation channels from that
ground state to the 3d94f 1P1 sresonanced and 3d94f 3P1 sin-
tercombinationd states. Although analysis of the Ni-like sys-
tems is not as well developed as that of the He- and Ne-like
systems discussed above, in this case, too, the resonance to
intercombination line ratios appear to be overpredicted by
theoretical calculations. For both Ni-like Au and Ni-like W,
the theoretical energy differences between the upper levels of
the resonance and intercombination transitions deviates from
the experimentaldE in the direction that would reduce the
theoretical ratio when applying the CI correction of Eq.s4d.
A preliminary model of the Ni-like Au system based on
HULLAC data predicts that the CI correction would reduce
the theoretical line ratio by about 13%, and that CR effects
included using the CR model would decrease the calculated
ratio by another 5%. The two corrections would bring the
calculated ratio into reasonable agreement with the measured
value. Further study of the He-like and Ni-like systems may
help resolve the question of how best to implement the pro-
posed CI corrections in large data sets used for collisional-
radiative modeling.

VI. CONCLUSION

We have shown that theoretical predictions of the Ne-like
3C/3D line-intensity ratio can be brought into agreement
with experimental data across a wide range of electron den-
sities by including a semiempirical configuration-interaction
correction and collisional-radiative effects, thus resolving a
significant overprediction that has been troublesome for de-
cades. We have shown that the semiempirical correction can
be used to bring calculations ofRs3C/3Dd in FeXVII from a
wide variety of codes much closer to agreement with high-
precision low-density measurements, and have pointed to
evidence that similar CI corrections and CR effects may also
be important in describing resonance-to-intercombination
line ratios in Ni- and He-like ions. These results should point
the way for development of robust spectroscopic plasma di-
agnostics in both astrophysical and laboratory plasmas.
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