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Nuclear magnetic resonance implementation of a quantum clock synchronization algorithm
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The quantum clock synchronizatiqQC$9 algorithm proposed by ChuandPhys. Rev. Lett.85, 2006
(2000] has been implemented in a three qubit nuclear magnetic resonance quantum system. The time differ-
ence between two separated clocks can be determined by measuring the output states. The experimental
realization of the QCS algorithm also demonstrates an application of the quantum phase estimation.
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[. INTRODUCTION good system to demonstrate the QCS algorithm.
L . In this paper, we report the result of an implementation of
The combination of quantum mechanics and computef,e cs aigorithm in a three qubit NMR quantum computer.
science gives birth to_quantum computer \_/vhere quantufpe pasis of the algorithm is the quantum Fourier transform
properties enable quantum computer to efficiently solve d'f'(QFT) which has been applied in experiments previously

ficult problems in classical computer, for instance to factor—[9 15,16. The QCS algorithm requires a pure state as the
ize a large number using the Shor algorithih Marriage of  ipjisia| state. To use an NMR ensemble for quantum compu-

quianturrr]] me::hanlcz W'ﬂ:j (f)th_efr ;tradltllonaé:lsmince ar?d teClation, preparation of the effective-pure state is one necessary
nology has also produced fruitiul results. Clock sync r.On'z.a'step[17,153. Temporal averaging and spatial averaging are
tion is one such example. The task of clock synchronizatio

) : . . . wo main practical methods to prepare effective-pure states
s to determine the t'lm.e differenak be'tween tyvo spatl'ally. 19-217. In our experiments, we chose the spatial averaging
separated clocks. It is important both in practical appl'cat'or{nethod to prepare the effective-pure state. Using this
and in scientific research. Recently, some authors have aMethod, the algorithm is implemented through only one ex-
plied quantum mechanical means to this _cIas;maI pmbl?rﬁeriment. Compared with the temporal averaging, the spatial
and showed that quantum clock synchronization gains sigsyeraging can shorten experiment time, and it has been ap-
nificant improvement compared to its classical counterparb"ed in various experiment2-2g
[2_.4]H On_e 0:; the quantum c(ljokc):k éﬁnChéon'Z;“ﬁDCS alr-] This paper is organized as follows. After this brief intro-
gorithms 'Sht € one propose 3(1 UE[C% whicl usce:sst Ie duction, we give the outline of the QCS algorithm, and in
quantum phase estimation met @6]' uangs QCS al- particular we give the explict quantum circuit of the QCS
gonthm obtamgq digits of accuracy in the time d'ﬁ‘?fe”@ algorithm in a three qubit system in Sec. Il. In Sec. Ill, we
while exch?ngl_nﬁ] only.the order tufnum'bclar_ of qubits. This ive the details of the experimental demonstration of the
q“a”Fum agon't m gains an equnentlgn Improvement ovepy-g algorithm, including the pulse sequence and the results
classical algorithms which require®(2") message €x- e experiment. In Sec. IV, we give a brief summary.
changes.

With the highest speed, the photon is the natural choicéi. THE QCS ALGORITHM AND SIMPLIFIED CIRCUIT
for the practical implementation of the QCS algorithm. An FOR A THREE-QUBIT NMR QUANTUM SYSTEM
alternative quantum system to implement the QCS algorithm . . .
is to use quantum spins in a magnetic field as suggested in A brief summary of the QCS algorithm is given below,

. and the details can be found in R¢2]. In the QCS algo-
Ref. [2]. Nuclear magnetic resonang®MR) has been . . . <
widel)[/ ]used in varioug fields, and itqhas a%so become arﬁ'thm’Allce possessam+1 qubits. The firstm qubits are the

important arena to demonstrate quantum algorithms I\/lt,jm{{]vorking qubits and are retained at Alice’s site, and the extra
. : ’ ubit is an ancilla qubit for implementing theunitary op-
glgonthms, such as the Grover algonthm., the quantum Fouération The procegure of the pQCS is ag follows A)\/Iicg per-
rier transform, and Shor’s quantum factoring algorithm, hav . j

been demonstrated in NMR quantum systdifisl1]. Some %19;:23 :ze;sg?rrlg a;?a?epiﬁm 10 n jﬁfz Osftgr]r? tf:)" gubits.
quantum communication protocols, such as the quantum prep q y

teleportation and quantum dense coding, have also been 1 2m-1
demonstrated in NMR quantum systefd®-14. It is thus a [py) = ?n > ko).
V27 k=0
Then theT operation, which inscribes the time difference
*Corresponding authors. between the two clocks into the many-body quantum state, is
"Electronic address: zhang-jf@mail.tsinghua.edu.cn implemented. At this stage the state of the 1 qubit system
*Electronic address: gllong@mail.tsinghua.edu.cn is
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Then Alice applies an inverse quantum Fourier transfBrt

on the firstm qubits, transforming their state to ) )
FIG. 1. The quantum network to implement the QCS algorithm.

om_q om_q om_q The three lines denote the three qubkisdenotes the Hadmamard
1 ; ; transform, 1,72 denotes the controlled phase shift operation, and
- aik(wA-j2™)|\ — i 11y )
|b3) = om gt) go & = ,go CI|J>' &y R =€z, where g, =—km/2 (k=0,1,2,3. The network out-

lined by the dashed rectangle implements the inverse of quantum
Fourier transform without thewap operation. Time goes from left

to right. [x)4]y), is the output state, which can be obtained through
measuring qubits 1 and 2.

The state is peaked atE2"wA. If 2"wA is an integer, the
equality is exact. Measuring the qubit values of the fimst
qubits gives us the value gfwhich in turn determines the
time differenceA. In practice, the equality cannot hold ex-
actly, and it giveswA aboutm bits of accuracy with a high 1 ( e‘zl”‘“’A’2|00> + ezl”i“'A’2|11>)
probability. V2 '
The central ingredients of the QCS algorithm are The
operation and the quantum Fourier transform. Thepera-  |n NMR, this is equivalent to a rotation about th@xis. For
tion can be implemented by performing the following opera-the first qubit, the rotation i®,(¢) =€z, and for the sec-
tion on each of then qubits:(1) Alice makes controllethOT  ond qubit the rotation isR,(2¢,) =R, (¢ )R,(¢). We have
(cNoT) operation on théth and the ancilla qubit which is the \yritten —wA 7 as¢. Because ZwA has to be integer, ranging
target state(2) The ticking qubit handshak@QH) protocol  from 1 to 2"-1=3, so¢ can take the following values,

(6)

(772"10),.|1,//>) is performed_, transforming the state of thik =—km/2, wherek=0,1,2,3. Whenm is large, k takes the
and ancilla qubit system into value from 0 to 2-1 and the measurement of thisvalue
gives the value ofvA, and hence the time difference
1 | For the quantum Fourier transform, some simplification is
_ 2'mwAl2 mwA/2 ,
\,E(e 00) + ¢ D). @ possible. We usé;7” to denote the controlled phase shift

) operation applied to the subsystem constructed by qubit 1
(3) Alice performs anothecNOT gate to thdth and the an-  gpq 2_||-ﬂ§2 is explicitly

cilla qubit, so that the state of tHéh and the ancilla qubit

becomes 1 00 O
1 010 O

. 1 . |—7T/2: 7

g 2mas2S TE|k|>92|W'k'wA|O>- (3) w"loo1 0] "
k=0 V 0 00 -i

(4) After all the m qubits have gone through the previous

operations, the overall operation is to transform the stat/ith the basis orders if00), [01), |10), [11). The network
1K) |0)y=[koky -k, [0} into |k’>e2”i‘*’A(2I2"‘I)|O> because outlined by the dashed rectangle in Fig. 1 implements the
1 Pl ' inverse of the quantum Fourier transform, where shep

N operation has been counteracted by another one in the net-
TIK')[0) = [Tolko) Talky) - = Tr-1lke-1)]|0) work. The inverse of the QFTF! can be written as
- |k/>e27riwA(E|2'k|)|0>_ (4) F'"1Ogwap Where Ogyap denotes theswap operation[9].
The effect of this network is to make the following transfor-
Using theswAP operation, the stati’) is transformed into  mation:

|Ky=|Km-1" - -K;Ko), @and Eq.(4) becomes

1 1 1
-1 -i i
1 -1 -1
-1 i —i

| k>e211-ikwA|0> , (5)
Fti= 1 (8)
where=,2'k =k. 2
The quantum network shown in Fig. 1 implements the

QCS algorithm in a three qubit system. The three lines de-

note the three qubits, respectivelg) denotes the spin up The bit values of the first two qubits are the desired output.
state.H denotes the Hadamard transform. The effect of therhe network shown in Fig. 1 transforn@00 to |000), [010),
TQH is to introduce a phase to the two different quantum1g0), and |110), corresponding top,=0, —/2, -, and
staltes of the ancilla qubit, namely folr t{® state with phase -3m/2, respectively, andA to be 0,%' ‘_21’ and%, respec-

e 2meA2 and for statél) with phasee” /2, hence the state tively. By measuring qubit 1 and 2, one obtains the concrete
(1/2)(|00)+|11)) of theIth qubit and the ancilla qubit sys- value of e and hence determines the time difference between

tem changes to the two clocks.

N
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FIG. 2. Pulse sequence to real[zg,3 (a) and the chemical shift
evolution Rf(2w68t) (b), whered is the offset between the chemical
shift of C2 and the transmitter frequency. Rectangles denote
pulses. The narrow ones are so short that the widths can be ignored.
The wide ones, however, are long pulses of which widths cannot be
ignored.

Ill. IMPLEMENTATION IN A THREE-QUBIT NMR . » ) )
QUANTUM SYSTEM FIG. 3. The density matrixin arbitrary unit3 reconstructed us-

ing the state tomography technique, when the system is prepared in
The experiment uses a sample’d€ labeled trichloroet-  effective-pure stat¢000).
hylene (TCE) dissolved in d-chloroform. Data are taken at
room temperature with a Bruker DRX 500 MHz spectrom- _ 2 3 1201213 4143 4 914213
eter.’H is denoted as qubit 3, tH&C directly connecting to po= 2 12 + 2+ Ll + Ll # 1l + 20501, (13)
'H is denoted as qubit 2, and the othé€ is denoted as Where an overall phase factor has been igng&&s-22,33.
qubit 1. The three qubits are denotedGis C2, andH3. By [77/4])1('2 denotes ther/4 pulse excitingC1 andC2 simulta-
settingfi =1, the Hamitonian of the three-qubit systenf28]  neously along the-axis. [77/4]3 denotes the spin-selective
/4 pulse for'H along they axis. yc and y4 denote the
H == 2mul; = 20,12 = 2arwgl 3 + 2wy 12 + 273,41 513 gyromagnetic ratio of°C and*H. a=arcco$-y:\6/v). po
n 277\]13@@_ 9) is equivalent td000). We find that the compound operations

P : ~
1Xj=1,2,3 are the matrices far-component of the angular OCNOTlng(QDk)OCNOTlaRg: {T} , (14)
momentum of the spinsy, v,, v; are the resonance frequen- TJ13113
cies ofC1, C2, andH3, andv;=v,+904.4 Hz. The coupling
constants are measured to bhe=103.1 Hz,J,3=203.8 Hz, R | 20
and J;3=9.16 Hz. The coupled-spin evolution between two OCNOTzs Z(Z‘Pk)OCNOTzs' o3 |23 (15
spins is denoted as
. realize the network much easier, whe‘:ﬁ%,\lcﬂl3 denotes a
[7] = e—i2ﬂJj|T'Jz'z, (10) CNOT operation for qubits 1 and 3. The Hadamard transform
_ _ ~ simultaneously applied t€1 and C2 is realized by pulse
wherel=1,2,3, andj #I. [7]; can be realized by averaging sequencg-m/2];*~[n],'* where the number in the super-
the coupling constants other thdf to zero[30]. For ex-  script refers to the qubit number. The Hadamard transform
ample,[7];5 is realized by the pulse sequence shown in Figfor C2 in the inverse of QFT, denoted b, is realized by
2(a). The chemical shift evolution o€2 is realized by the [W/4]§v2v3—R§(W)-[-77/4];23, and H'=H'?H2, noting H!
ulse sequence shown in Figh2 R2(w) can be realized by = I C i —[- 12_ 12
p q gb2 R; Y =H. 1;7% is realized by [1/43;,]—[-7/2],~[m/4];
choosing the proper evolution time, and the transmitter fre—_[T,/z])l/v [9,34).
quency[31]. The 7 pulses forC2 are chosen as RE-BURP  The experimental results are represented as the density
(the abbreviation for refocusing- band-selective, uniform reomatrices obtained by the state tomography technique
sponse, pure-phappulses to excite the multiplet @2 uni- 119 35 36, where the spin-selective readout pulses @&,
formly [32]. _ _ _ denoted ag /22 and [#/2]%, are realized by pulse se-
The initial effective-pure stat®00) is prepared by spatial quences [7/2]-2-Re(m/2)~[-m/2]12 and [-m/2]}?

. . . Z X
averaging20]. The following radio-frequencyrf) pulse and —R2(7T/2)—[7T/2il1’2 respectively, in order to freeze the mo-
gradient pulse sequence Lz Y 2 - .

tion of C1 [31,37. R;(7/2) is realized by the pulse sequence

1,2_ o 1.2_71.13_ _ 3 shown in Fig. 2b). Figure 3 shows the experimentally mea-
[l4lc" = [1/2012], = [~ 57/6]y "~ [k~ [grad], = [=/4], sured density matrix when the system lies in effective-pure

—[9/2353]53 = [1/2313]13— [77/4]3— [grad, - [77/4]3 state|000) prepared by the pulse sequen@4). In the gen-
_ _ _ 3_ erated density matrix, the desired element, which is the only
[9/40z3]3 = [1/4d13]a - [ /4L, ~ [grad];, A1 honzero element in theory, is measured to be 1h2rbi-

trary unity. The amplitudes of the other elements, which are
zero in theory, are less than 1.8.

(12) The QCS algorithm starts with effective-pure stf@0).
When ¢y=0, ¢1=-m/2, ¢,=—, and ¢3=—3m/2, the net-

to work shown in Fig. 1 transform@00 to |000), |010), |100),

transforms the system from the equilibrium state,

— 1 2 3
Peq™ '}’C(Iz+ Iz) +wlz,
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FIG. 4. The density matrices of the three-
qubit system, after the implementation of the
QCS algorithm. Only the real components are
plotted. The imaginary portions, which are theo-
retically zero, are found to contribute less than
10% to the experimental resultéa)—«d) corre-
spond to the four effective-pure statd®00),
|010), |100), and|110), and the four effective-pure
states correspond to the four different time differ-
encesA=0, A=1/4w, A=1/2w, and A=3/4w,
respectively.

and |110), respectively, corresponding to the four different pling between nonadjacent nuclear spins, and it is found that
time differencesA=0, A=1/4w, A=1/2w, and A=3/4w. it works well. In NMR samples, long range coupling is a
Figures 4a)—4(d) show the experimentally measured densityprecious resource, and use of this long range coupling in
matrices of the three-qubit system after the completion of thexperimental realization should be made as much as pos-
QCS algorithm, corresponding t@y-¢3, respectively. The sible. On the other hand, through optimizing network, the

fidelity of the transformation is described 9] experimental operation difficulty can be reduced. In this ex-
5 periment, using a simplified network where some redundant
_ Tr(PtheonPexp Tr(pexp (16) operations have been gotten rid of, we have shortened the

\"/Tr(PtzheorQ \s"Tr(pﬁxp) V Tr(p2a) total time consumed by the whole algorithm, and hence also

reduced the effect of decoherence consequently. Although we
Pinitial 1S the initial density matrix shown in Fig. Jueory  have demonstrated the algorithm with only three qubits, the
=UpiniialU”, whereU denotes the theoretical transformation techniques can be generalized to larger qubit system. It
to implement the QCS algorithnpe,, denotes the experi- should be pointed out that QCS is one promising area of
mentally measured density matrix shown in Fig. 4. The fi-quantum information technology that may be implemented in
delities corresponding to Figs(a}—4(d) are 90.7%, 77.4%, the future because it requires a lower number of qubits than
75.2%, and 77.0%, respectively. The errors mainly resulpther quantum algorithms. For instance, to achieve an accu-
from the imperfection of the pulses, the inhomogeneity in the(acy of 100 ps, the number of qubits required is only 34. Of

magnetic field and the decoherence time limit. course, before QCS can be realistically used in practice,
there should be big advancement in the technology, for in-
IV. CONCLUSION stance in the accuracy of quantum gate operations, and the

We have implemented the quantum clock synchronizatior|1ength of decoherence time.

algorithm in a three-qubit NMR quantum computer. Using
spatial averaging, the algorithm is implemented through one
experimental run which is much shorter than the temporal
averaging method. For a small qubit system such as three This work is supported by the National Natural Science
qubit used in this experiment, the level of accuracy is ag~oundation of China under Grants No. 10374010, 60073009,
good as the temporal averaging method. Compared with tenand 10325521, the National Fundamental Research Program
poral averaging, process of experiments is simplified greatlyGrant No. 001CB309308, the Hang-Tian Science Fund, the
The time difference can be read out through the output stat&&SRFDP program of the Education Ministry of China, and the
In the experiments, we have exploited the long range cou€hina Postdoctoral Science Foundation.
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