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We present a complete multiphoton classification of prethreshold structures in measured microwave ioniza-
tion data of hydrogen Rydberg atoms. We show that fourth-order quasienergy perturbation theory reproduces
the locations of prethreshold structures, thus proving that prethreshold structures are a perturbative effect.
Additional prethreshold structures are predicted to occur at field and frequency values, to our knowledge, not
yet explored experimentally.
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I. INTRODUCTION

In the early 1970s Bayfield and Koch performed an ex-
periment which is still regarded as one of the key experi-
ments in quantum chaos: the ionization of hydrogen Rydberg
atoms by strong, linearly polarized microwave fields[1]. The
central result of this experiment is the existence of sharp
ionization thresholds as a function of field strength which
were shown theoretically to coincide with chaos thresholds
[2–4]. Detailed follow-up experiments performed by Koch
and his group at Stony Brook[5–7] revealed additional struc-
tures in measured ionization curves which occur before the
main rise of the ionization signal. We refer to these structures
as prethreshold structures. The explanation of their physical
origin and their classification in terms of multiphoton transi-
tions from the initial staten0 to n0+1 is the focus of this
paper.

Hydrogen ionizes at field strengths 10–20 times higher
than alkali atoms for microwave frequencies lower than the
Kepler frequency[8–10]. The stability of hydrogen(due to
the absence of an ionic core) means that hydrogen is stable at
field strengths high enough to produce ionization via multi-
photon resonances betweenn0 to n0+1 of order up to 18 and
higher before the system is driven into classical chaos.

A series of broad resonances, where the microwave field
is a subharmonic of the Kepler frequency, leading to in-
creased stability of the atom, has been reported[5,6,11].
These resonances appear in experiments with both hydrogen
and hydrogenlike Rydberg atoms. These resonances, how-
ever, are different from the multiphoton resonances that are
the focus of the present paper. The resonances discussed in
this paper are much narrower in frequency and lead to pre-
threshold structures. The presence of added stability due to
“classical subharmonic resonances”[12] actually works in
our favor. It helps to reveal the presence of prethreshold
structure by pushing the main rise of the ionization curve to
higher fields.

It has been known for a long time that the prethreshold
structures are due to anticrossings of Floquet states[13,14]—
i.e., multiphoton transitions. But the present paper is, to our

knowledge, the first time that specific multiphoton orders
giving rise to experimental prethreshold structures have been
assigned explicitly. In addition, we show that the analytical
description of the perturbed levels is well within the reach of
perturbation theory.

Prethreshold structures have been reported in recent ex-
periments[12,15]. Here we concentrate on the experiments
performed by Koch at Stony Brook, since these experiments
cover a wide range of initial main quantum numbers.

In the Stony Brook experiments hydrogen atoms are pre-
pared in a state with principal quantum numbern0 with a
microcanonical distribution in angular momentumsld and
magnetic substatessmd. The atoms are then exposed to a
linearly polarized microwave field of field strengthE and
fixed frequencyf. The microwave frequencyf depends on
the geometry of the cavity used in the experiments, and ex-
perimental single-frequency ionization curves forf
=7.58 GHz, 9.92 GHz, and 11.89 GHz have been reported
[7]. Throughout this paper, we will focus on thef
=9.92 GHz data. Following the microwave irradiation, the
fraction P of ionized atoms is recorded as a function of the
microwave field strengthE resulting in an ionization curve
PsEd. Since every experiment, including the Stony Brook
experiments, has a finite energy resolution and the hydrogen
atom has an accumulation point in its bounded spectrum at
zero energy, it is clear that the Stony Brook experiments
cannot separate between true ionization—i.e., excitation into
the positive-energy continuum and excitation into extremely
highly excited bounded states. Thus the experimentally re-
ported ionization signal contains both true ionization and ex-
citation into bounded states with principal quantum numbers
n.nc<90 [6]. The technical term “ionization”(the word
ionization in quotation marks) has been proposed to refer to
this situation[6]. We do not use this term in this paper, since
we believe that no confusion will arise. Whenever we refer
to ionization in the experimental context, it is clear that “ion-
ization” is meant. Whenever we refer to ionization in the
theory context, we mean excitation into high-lying bounded
states withn.nc since, as discussed below(see Sec. II), our
computations do not include the positive energy continuum.

A typical measured ionization curvesn0=37d is shown as
the dashed line in Fig. 1[16]. Both a prethreshold structure
and the main rise of the ionization signal are clearly seen.*Electronic address: tclausen@wesleyan.edu
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Prethreshold structure is not an isolated phenomenon. This is
illustrated in Fig. 2, which shows a gallery of measured ion-
ization curves forn0=32, . . . ,50[16]. Figure 2 shows that
prethreshold structure occurs in the ionization curves forn0
=32,34,35,37,38,41,45,50. Thesen0 values are summa-
rized in the first column of Table I. The prethreshold struc-
tures are marked by arrows in Fig. 2.

It is known that prethreshold structures are caused by ac
Stark-shifted multiphoton resonances[17]. We show below
that it is possible to find the order of the relevant multiphoton
resonances and that the locations of prethreshold structures
can be explained and predicted on the basis of simple fourth-
order perturbation theory.

Since the prethreshold structures occur before the onset of
classical chaos, their investigation, naturally, never took cen-
ter stage in the quantum chaos context. This fact notwith-
standing, some theory has already been addressed at explain-
ing their origin. For instance, the role of two-state resonances

for weak-field conditions was discussed by Dharet al. using
an impulsive drive[18]. They find no evidence of chaotic
behavior, suggesting that ionization is driven by the presence
of resonances. Blümel and Smilansky showed[19,20] that
the prethreshold structures result from quasienergy anticross-
ings leading to probability transfer to higher-lying states
which ionize easily. Richardset al. [7,21] were able to iden-
tify multiphoton resonances between two adiabatic states as
responsible for the presence of prethreshold structures but
did not assign multiphoton orders to experimentally mea-
sured prethreshold structures. Our treatment is complemen-
tary to the one presented by Richardset al. [7,21] as it aims
at explaining the structures present in experimental data and

FIG. 1. Dashed line: experimental ionization probability ofn0

=37 hydrogen Rydberg atoms exposed to<300 cycles of a linearly
polarized microwave field of frequency 9.92 GHz as a function of
field strengthE. Solid line: field-averaged ionization probability

P̄sEd computed on the basis of the one-dimensional SSE model as
discussed in the text.

FIG. 2. Experimental ioniza-
tion probabilitiesPsEd [6,16] as a
function of microwave field am-
plitudeE at 9.92 GHz. The curves
are labeled by their initial princi-
pal quantum numbersn0. (a) n0

=32, . . . ,38, (b) n0=39, . . . ,44,
and (c) n0=45, . . . ,50. Prethresh-
old structures are marked with ar-
rows and labeled with their corre-
sponding multiphoton ordersn.
The multiphoton ordern=13 in
(c) is marked by a star since it cor-
responds to a transition fromn0

=45 to n=47.

TABLE I. Properties of the prethreshold structures in published
microwave ionization curves[5–7]. First column: principal quan-
tum numbern0 of initially prepared state whose ionization curve
shows prethreshold structure. Second column: multiphoton ordern
assigned to the prethreshold structure in then0-ionization curve.
Third column: field strengthEx where in our SSE calculations an
anticrossing between the ac Stark-shifted statesun0l and un0+1l
(n0=32, 34, 35, 37, 38, 41, 50) andun0l andun0+2l sn0=45d occurs.
Fourth column: smallest microwave fieldEcr where in our classical
SSE calculations at least one trajectory with initial classical action
n0 can reachn.nc=90.

n0 n Ex (V/cm) Ecr (V/cm)

32 18 585 584

34 15 460 450

35 14 382 394

37 12 289 299

38 11 268 271

41 9 167 184

45 13 122 122

50 5 62 68
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connects to the results of Blümel and Smilansky[19,20] via
the picture of quasienergy anticrossings.

Our material is organized in the following way. In Sec. II
we motivate, define, and justify the one-dimensional model
we use to describe the quantum mechanical ionization pro-
cess. In Sec. III we link prethreshold structures with multi-
photon resonances and present our method for assigning
multiphoton orders. In Sec. IV we introduce the concept of
quasienergies and connect prethreshold structures with
quasienergy anticrossings. In Sec. V we derive second- and
fourth-order perturbation theory results for the ac Stark shift
of atomic levels under the influence of a microwave field. We
use these results to show that fourth-order perturbation
theory is accurate enough to explain qualitatively and quan-
titatively the presence(or absence) of prethreshold structure
in the measured ionization curves. In Sec. VI we discuss our
results. Section VII concludes the paper.

II. MODEL

In recent years computers have become powerful enough
to attempt complete three-dimensional calculations of
microwave-driven hydrogen Rydberg atoms. Using a com-
plex rotation approach, Buchleitner and co-workers have per-
formed full three-dimensional calculations of alkali Rydberg
atoms in a microwave field[9,10,22,23]. Yet when it comes
to the extraction of the physical processes underlying a par-
ticular measured phenomenon, the most realistic calculations
are not necessarily the best venue for attaining an enhanced
understanding, since the core physical phenomenon may
well be masked by a multitude of secondary processes com-
pletely taken into account by a full three-dimensional(3D)
calculation. Therefore our goal is to select the simplest pos-
sible model that nevertheless retains the core physics of the
phenomenon under investigation. Still, the calculations re-
ported here took several months of runtime on a dedicated
90-node Beowulf cluster[24].

It has been known for a long time that the ionization
dynamics of microwave-driven hydrogen Rydberg atoms is
well described both qualitatively and to a certain extent even
quantitatively by a one-dimensional model, the surface-state
electron (SSE) model [25]. Within this model the Hamil-
tonian of the Rydberg electron(in atomic units) is given by

Ĥsz,td = Ĥ0 + «zsinsvtd, Ĥ0 =
1

2
p̂2 −

1

z
, s1d

where p̂=−i] /]z is the momentum operator,z is the spatial
coordinate,t is time, and« and v are the microwave field
strength and the microwave frequency, respectively.e andv
in Eq. (1), and throughout this paper, are in atomic units.
Frequently, in particular when we compare our results to the
experimental data, it is more natural to refer to the field in
V/cm and to the frequency in GHz. We then use the symbols
E and f, respectively.

The model Hamiltonian(1) is the result of numerous sim-
plifications, which, however, can all be justified. The most
serious approximations are the following.(i) In realistic mi-
crowave ionization experiments[6] the Rydberg atoms enter
a cavity which, in the reference frame of the atom, ramps the

microwave field from zero to its peak value and then, upon
leaving the cavity, switches the field off again. For the range
of principal quantum numbers of interest heresn0
=32, . . . ,50d, the driving frequency of 9.92 GHz corresponds
to an adiabatic situation in which the switch-on and switch-
off of the microwave field can safely be neglected[13]. This
is the reason why we do not include a time-dependent am-
plitude function in the drive term of Eq.(1). (ii ) The Rydberg
atoms enter the cavity at different times, effectively resulting
in the presence of a random phase shift in the argument of
the sin function in Eq.(1). In the experiments, because of the
adiabatic switching of the field and the exposure of the atoms
to hundreds of microwave field cycles, the random phase in
the drive term has no effect on the measured ionization prob-
abilities. Therefore, we set the phase to zero in Eq.(1). This
also guarantees that the field starts with zero amplitude att
=0. (iii ) The velocity spread of atoms in the beam of hydro-
gen Rydberg atoms ofDv /v<7310−4 [7] corresponds to an
uncertainty in the microwave exposure time of<0.2 cycles.
This effect is negligible.(iv) It is known [26] that ionization
curves depend critically on all three quantum numbersn0, l0,
andm0 of the initially prepared state of the Rydberg electron.
In particular there is a strong dependence onm0 [26]. There
is nom dependence in the model Hamiltonian(1). However,
the model Hamiltonian(1) closely models the hydrogenic
m=0 extremal Stark states which are known to ionize most
efficiently in a linearly polarized field. Since them0=0 state
is present in the initial microcanonical ensemble of the ex-
perimentally prepared states, our model describes at least
some part of the initially prepared experimental state to a
very good approximation. Since this is also the part of the
initial state which ionizes first(in field) and most efficiently,
we should be prepared to see ionization curves computed on
the basis of Eq.(1) to be shifted slightly to the left as com-
pared with experimental ionization curves, and the prethresh-
old structures are expected to be more pronounced.

Even the simple model(1) is still too complicated to be
treated exactly. The most serious complication stems from

the fact thatĤ0 possesses a continuous spectrum. While
methods exist to take the continuum into account[19,22],
their implementation turns out to be too expensive for our
present purpose. But since, as explained in the Introduction,
existing experiments[6] do not separate between true ioniza-
tion and excitation beyondnc and since, in addition, not
much is known about the branching ratio of electrons ending
up in the true continuum and electrons ending up in highly

excited states withn.nc, we neglect the coupling to theĤ0
continuum and use excitation beyondnc as a probe for the
total experimentally measured ionization probability.

Based on the above discussion we implemented the fol-
lowing numerical procedure for solving numerically the
quantum dynamics of a Rydberg electron governed by the
Hamiltonian(1). We expanded the electron wave function in

the set of 76 boundedĤ0 eigenstates with principal quantum
numbers n=25, . . . ,100. This way the solution of the
Schrödinger equation with the Hamiltonian(1) is turned into
a system of 152 real, coupled, linear, first-order differential
equations for the expansion coefficients. These coupled
equations are propagated forward in time using an eighth-
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order Runge-Kutta integrator method with variable step size
[27]. An absorbing boundary condition atnc=90 keeps track
of the electron flux that reaches high-lying Rydberg states.
The absorbing boundary condition is implemented in the fol-
lowing way: After each microwave cycle—say, cycle number
j—the total occupation probability of the states withn
=91, . . . ,100 is recorded aspj. Then the amplitudes of states
n=91, . . . ,100 are set to zero and cycle numberj +1 is
started. The total ionization probability is then computed via
PsEd=o j=1

N pj, whereN=50 is the total number of microwave
cycles in our computations. This approach effectively models
ionization due to phase-space diffusion[3]. In addition it
greatly reduces spurious reflection of probability from the
end of our truncated basis.

We used the above numerical method to compute the ion-
ization curve forn0=37 andf =9.92 GHz. For a better com-
parison with experiment we averagedPsEd over the experi-
mental field uncertainty of<7% of peak field strength which
results from the size of the entry aperture of the microwave
cavity in conjunction with the spatial electric field distribu-
tion of the 9.92 GHz cavity mode[6]. The field-averaged
PsEd is shown as the solid line in Fig. 1. We see that Eq.(1)
qualitatively reproduces the prethreshold structure and the
main rise. As expected, the height of the prethreshold struc-
ture is overemphasized and the main rise of the ionization
curve is slightly shifted to the left as compared with the
experimental result(dashed line in Fig. 1). But most impor-
tantly Fig. 1 shows that both the position of the prethreshold
structure and the onset of the main rise of the ionization
curve are modeled by the Hamiltonian(1) to a good approxi-
mation. This is important since we base our interpretation of
the prethreshold structures, including our multiphoton classi-
fication scheme and the position of the prethreshold struc-
tures, on the one-dimensional model. On the basis of Fig. 1
and many similar ionization curves that we computed, we
conclude that the one-dimensional model(1) together with
its numerical implementation is indeed a sound basis for the
investigation of the physical mechanisms underlying the ex-
perimentally measured prethreshold structures.

III. PHYSICAL ORIGIN OF PRETHRESHOLD
STRUCTURE

Since the prethreshold structures occur at relatively weak
microwave field strengths below the main rise of the ioniza-
tion signal, we expect that the low-lying energy levels of the
atomic system in the prethreshold region are relatively well-
defined ac Stark-shifted energy levels which are broadened
considerably only for field strengths at or above the field
strengths corresponding to the main rise of the ionization
signal. Therefore we expect that the microwave field is able
to drive multiphoton resonances between low-lying ac Stark-
shifted atomic states.

Figure 3 shows a 3D plot of the ionization probability as
a function of frequency and field strength forn0=37. The
prethreshold structures are clearly seen as “tongues” stretch-
ing down from high field strengths to low field strengths. The
tongues get narrower at lower field strengths and bend to-
ward higher frequencies.

To identify the multiphoton order of a given prethreshold
structure we use the following technique. For a givenn0 and
frequency f we compute a complete ionization curve
Psn0;E , fd as a function of field strength and identify the
lowest field strengthE10%sn0; fd which results in 10% ioniza-
tion probability after 50 cycles. Both the 10% level in the
ionization probability and the microwave exposure of 50
cycles are chosen arbitrarily, but additional calculations
showed that the method is not sensitive to these particular
values. Then we create a data base of 10% field strengths for
a dense grid of frequency values ranging fromf =6 GHz to
f =22 GHz in steps of 0.1 GHz. It turns out that these 10%
field strengths lie approximately on a straight line
E10%sn0; fd<ysfd=asn0df +bsn0d, where, for n0=37, e.g.,
as37d=−3.97 V/scm GHzd and bs37d=343 V/cm. For low
frequencies, the validity of this linear dependence is well
established[6]. The motivation for the linear fit is the fol-
lowing. Locally, the fit averages out the presence of preth-
reshold structures and thus, on average, defines more accu-
rately the onset of the main rise of the ionization signal.

We now define the fraction of ionization probability in the
prethreshold region according to

P,sn0; fd =E
0

ysfd

Psn0;E, fddE. s2d

This quantity is a measure for the occurrence of prethreshold
structure. IfP, is small, there is no prethreshold structure. If
P, is large, there is a pronounced prethreshold structure in
the ionization signal. We should mention that in order to
computeP,, the linear fit procedure described above is not
necessary.P, could just as well be computed by inspecting
the individual ionization curves and determining the onset of
the main rise visually. However, since we had to computeP,

at thousands of frequency mesh points in order to establish
our multiphoton interpretation and classification of preth-
reshold structures for alln0 values in the rangen0
=32, . . . ,50, this would have meant to examine literally
thousands of ionization curves one by one. The linear fit,
therefore, serves to automate the determination of the critical
fields that mark the onset of the main rise.

Figure 4 showsP, computed for the complete frequency
range fromf =6 GHz to f =22 GHz forn0=37. We see sharp
resonances at well-defined frequencies. As shown in Fig. 4

FIG. 3. False-color and gray-scale plot(see intensity scale to the
right of the panel) of the ionization probability after 50 cycles as a
function of frequency and field strength forn0=37.
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the peaks inP, correlate exactly with the positions of mul-
tiphoton resonances betweenn0=37 andn0=38 if we reduce
the energy spacing betweenn0=37 andn0=38 by 0.45 GHz
to account for the ac Stark shift of both levels. The energy
distance betweenn0=37 andn0=38 is reduced, because, as
shown later(see Secs. IV and V), the ac field causes an
attraction of levels. The shift is weakly frequency dependent
(see Sec. V), with slightly more attraction for larger frequen-
cies. This effect is counterbalanced by the fact that higher
frequencies ionize at lower field strengths. Thus the overall
effect is to render the shift at the position of the prethreshold
structure virtually frequency independent.

As shown by Fig. 4 the spacing of the resonances inP, is
completely regular such that a multiphoton order can be un-
ambiguously assigned to each of the peaks. Since every peak
in P, corresponds to a prethreshold structure and every peak
in P, can be assigned a unique multiphoton order, there is a
one-to-one correspondence between prethreshold structures
and multiphoton transitions. Thus we proved that multipho-
ton resonances are well defined in the prethreshold regime
and are the physical origin of the prethreshold structures.
This result agrees with the earlier results by Richardset al.
[7].

According to Fig. 4 the prethreshold structure in then0
=37 ionization data is unambiguously identified as a 12-
photon transition between the ac Stark-shifted statesn0=37
and n=38. In order to assign multiphoton labels to all the
other prethreshold structures in the experimental ionization
curves shown in Fig. 2, we computedP,sn0; fd for eachn0

value in the rangen0=32, . . . ,50. On the basis ofP,sn0; fd it
is then straightforward to assign the multiphoton order to a
given prethreshold structure. For eachn0 showing prethresh-
old structure in the ionization curve(the first column in Table
I), the second column in Table I shows the multiphoton order
n of the corresponding prethreshold structure. Thus we ar-
rived at a complete multiphoton classification of measured
prethreshold structures in the experimentaln0=32, . . . ,50,f
=9.92 GHz ionization curves. Only the casen0=45 is special
because in this case the multiphoton transition is not between
the initial state and the immediately neighboring state, but
betweenn0=45 andn=47. Still the multiphoton order is per-
fectly well defined and corresponds to a 13-photon transition.

IV. PRETHRESHOLD STRUCTURES AND QUASIENERGY
ANTICROSSINGS

We now link prethreshold structures and quasienergy an-
ticrossings. Since the microwave drive in Eq.(1) is periodic
in time and the Schrödinger equation is linear, Floquet theory
[28] is applicable. According to this theory the time-
dependent Schrödinger equation

i
]csz,td

]t
= Ĥsz,tdcsz,td s3d

has solutions of the form

Fsz,td = e−ietfsz,td, s4d

wherefsz,td=fsz,t+Td, T=2p /v, is periodic in time ande
is called thecharacteristic exponent[29,30] or the quasien-
ergy [31]. The method of quasienergies is closely related to
the theory of Bloch waves in solid-state physics[32]. The
terms “quasienergy states” and “ac Stark-shifted states” are
physically the same; only the terminology is different.

Defining the one-cycle propagatorÛsTd that propagates
the solutions of Eq.(3) over one cycle of the applied micro-
wave field, we have

Fsz,Td = e−ieTfsz,0d = ÛsTdFsz,0d = ÛsTdfsz,0d, s5d

where we used the periodicity off. It follows immediately

from Eq. (5) that the eigenvalues ofÛsTd are given by
exps−ieTd. Therefore, the most convenient way to compute
the quasienergiese is to construct the one-cycle propagator
and diagonalize it. Denoting by expsiad the eigenvalues of

ÛsTd and byual the eigenstates ofÛsTd,

ÛsTdual = eiaual, s6d

we have

a = − eT s7d

and

kzual = fsz,0d. s8d

We used this method to compute the quasienergy levels of
our one-dimensional model forn0=37 andf =9.92 GHz as a
function of the microwave field strengthE. Since, based on
the results of the previous section, the prethreshold structure
in then0=37 ionization data is caused by a multiphoton tran-
sition between the ac Stark-shiftedn0=37 andn=38 states,
we are mostly interested in the quasienergy states with the
largest overlaps with the unperturbedn0=37 and n=38
states. The resulting quasienergy states expressed as the

eigenphases ofÛsTd according to Eq.(7), are shown as the
solid lines in Fig. 5(a). At E=0 they connect with the unper-

turbed eigenstates ofĤ0. For increasing microwave field
strength both states bend upwards and show an anticrossing
at E=290V/cm which is precisely the location of then0
=37 prethreshold structure. Thus we showed that the preth-
reshold structure in then0=37 data is due to a quasienergy
anticrossing that occurs before the main rise(dashed vertical
line in Fig. 5) of the ionization signal. As shown in Fig. 5(a),

FIG. 4. AreaP, under the ionization curve below the linear fit
to the 10% ionization threshold as a function of frequency forn0

=37. The vertical dashed lines indicate the positions of multiphoton
transitions fromn0=37 to n=38, shifted 0.45 GHz to the left. Se-
lected peaks are labeled with their respective multiphoton orders.
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for still higher fields the quasienergy corresponding to the
quasienergy state with predominantlyn=38 character devel-
ops a jittery appearance, which is especially pronounced for
fields in excess of the threshold field which marks the onset
of the main rise of the ionization signal(dashed vertical lines
in Fig. 5). This behavior is easily explained. At such high
fields many quasienergy states with different quasienergies
compete for the largest overlap with theun=38l state. Thus
the criterion of largest overlap results in the selection of
structurally different quasienergy states whose different
quasienergies are responsible for the observed jumps in Fig.
5.

In the same way we investigated all other prethreshold
structures in the ionization data shown in Fig. 2. For eachn0
with prethreshold structure(first column in Table I) we were
able to connect the prethreshold structure with a quasienergy
anticrossing. The field strengths where the anticrossings oc-
cur are listed as the third column in Table I. They correlate
remarkably well with the positions of the measured preth-
reshold structures in Fig. 2. Thus we established a one-to-one

correspondence between quasienergy anticrossings and pre-
threshold structures.

V. PERTURBATION THEORY

As discussed above, prethreshold structures are due to
multiphoton transitions between well-defined, ac Stark-
shifted levels. In this section we show that energy levels
computed using fourth-order quasienergy perturbation theory
accurately predict the positions of prethreshold structures.
Quasienergy perturbation theory is a well-known standard
technique applicable to periodically driven quantum systems.
Our implementation of the method closely follows the pre-
sentation in[33].

The Hamiltonian(1) has a periodic time dependence and
can therefore be rewritten in time-independent form in as1
+1d-dimensional spaceQ, whose coordinates arez andt. The

HamiltonianĤ acting in this space is given by

Ĥsz,td = Ĥsz,td − i
]

]t
, s9d

whereĤ is the SSE Hamiltonian defined in Eq.(1). Due to
the periodicity of the problem, the topology ofQ is that of a
cylinder. t is the cyclic coordinate wheret=0 is identified

with t=T. The eigenvalue problem forĤ is given by

Ĥsz,tdfksz,td = ekfksz,td, s10d

wherefksz,td are theT-periodic functions defined in Eq.(4).
Setting

Ĥ = Ĥ0 + ezsinsvtd s11d

leavesezsinsvtd as a perturbation of the time-independent
problem

Ĥ0fnl = Enl
s0dfnl, s12d

where the inner product is defined as

kfnlsz,tdufn8l8sz,tdlT =
1

T
E

0

T

kfnlsz,tdufn8l8sz,tdldt. s13d

The eigenvalues of Eq.(12) are Enl
s0d=−1/2n2+ lv and the

eigenstates arefnl=e+ivlunl, whereunl are the eigenstates of

Ĥ0 defined in Eq.(1).
The first- and third-order corrections due to the perturba-

tion are zero. The second-order correction is

DEn
s2d = −

1

4o
k

znk
2 S 1

En − Ek + v
+

1

En − Ek − v
D , s14d

where

znk = knuzukl s15d

is computed on the basis of the bound eigenstatesunl of Ĥ0
defined in Eq.(1). The fourth-order correction is

DEn
s4d = E1DEn

s2d + E2, s16d

where

FIG. 5. Eigenphasesa of the one-cycle propagatorÛsTd as a
function of microwave field strength atf =9.92 GHz. Shown are the
eigenphasesa37 anda38 whose corresponding eigenstatesua37l and
ua38l have the largest overlap with the unperturbed SSE statesun
=37l and un=38l. The position of the prethreshold structure in the
n=37 experimental ionization curve is marked by an arrow. The
position of the onset of the main rise of the experimental ionization
signal is marked by the vertical dashed line.(a) Solid lines: the
numerically computed eigenphasesa37 anda38. They show an an-
ticrossing at the position of the prethreshold structure. Dashed lines:
the results fora37 anda38 obtained from second-order quasienergy
perturbation theory.(b) Magnification of(a). The field mesh points
do no longer blend into a continuous line and the corresponding
results fora are shown as bulletssa37d and crossessa38d. For clar-
ity of presentation only every third point is marked. Dashed lines:
the results fora37 anda38 obtained from fourth-order quasienergy
perturbation theory.
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E1 = −
1

4 o
kÞn

znk
2 sek,1

2 + ek,−1
2 d s17d

and

E2 =
1

16 o
k,l,m,s1,s2

S1

2
ek,s1

el,2s1
em,s1

+ el,0ek,s1
em,s2

Dznkzklzlmzmn. s18d

We defined

ek,s =
1

En − Ek + sv
, s19d

and s1= ±1, s2= ±1, and k, l ,m=1, . . . ,n−1,n+1, . . . ,M,
whereM =100 is our basis size. It is straightforward to prove
analytically that Eq.(14) converges. We do not have an ana-
lytical proof for the convergence of Eq.(16), and therefore
we do not know if the fourth-order perturbation correction
actually converges. Numerically Eq.(16) is stable to within a
relative error of<10−4 in bases up to 1000 SSE states.

The dashed lines in Fig. 5 show the result of second-order
[Fig. 5(a)] and fourth-order[Fig. 5(b)] quasienergy perturba-

tion theory for theÛsTd eigenphases which connect with the
eigenphases of the unperturbed statesun0=37l and un=38l at
zero field. We see that for small microwave field strengths
the results of both second-order and fourth-order perturba-
tion theory are very close to the numerically exact qua-
siphases. Both second and fourth order predict that forn0
=37 a quasienergy anticrossing occurs. But while second-
order perturbation theory makes a qualitatively incorrect pre-
diction by placing the anticrossing at the same field strength
as the main rise, fourth-order perturbation theory makes the
correct prediction that the anticrossing occursbefore the
main rise, resulting in a prethreshold structure. In fact fourth-
order perturbation theory predicts the position of the anti-
crossing to within 5 V/cm, less than the width of the preth-
reshold structure itself. Thus we conclude that prethreshold
structures are essentially a perturbative effect, well within
the reach of fourth-order quasienergy perturbation theory.

VI. DISCUSSION

Our work is closely related to the work of Richardset al.
[7] who investigate ionization curves in the adiabatic regime
for principal quantum numbers ranging fromn0=32 to n0
=48. The main findings of Richardset al. are that(i) preth-
reshold structure is a low-frequency phenomenon,(ii ) preth-
reshold structure in the adiabatic regime can be reproduced
with as few as two(adiabatic) basis states, and(iii ) classical
calculations fail to reproduce the prethreshold structures,
which are therefore a quantum phenomenon. We agree with
the main findings of Richardset al. and add the following
new aspects.(a) While Richardset al. work with adiabatic
states, we find that Stark-shifted SSE states are also well
suited for qualitative and quantitative calculations in the
adiabatic regime.(b) In analogy to the result(ii ) of Richards
et al., we find that two ac Stark-shifted states are sufficient to

obtain the correct positions and multiphoton assignments of
prethreshold structures.(c) We identify prethreshold struc-
ture as a multiphoton transition between two ac Stark-shifted
states, usually the starting staten0 and the first excited state
n0+1. (d) We arrive at a complete multiphoton classification
of prethreshold structure including explicit assignments of
multiphoton orders.(e) We show that perturbation theory is
powerful enough to reproduce the positions of prethreshold
structure quantitatively without any adjustable parameters.

In particular we agree with the authors of[7] that preth-
reshold structure is a low-frequency phenomenon. In our
model the reason for this is obvious. We showed above that
we obtain the most pronounced prethreshold structures for
multiphoton transitions betweenn0 and n0+1. Expressed in
scaled frequencyv0=vn0

3 [3]—i.e., the ratio of the micro-
wave frequency and the Kepler frequency of then0th Bohr
orbit—the distance betweenn0 and n0+1 is very close to
v0=1 for large n0. Thus, n0 and n0+1 can be connected
resonantly only forv0ø1. For v0.1 the photon energy
exceeds the level spacing between next nearest neighbors,
and resonant transitions betweenn0 andn0+1 are no longer
possible. What is, however, possible, at least forv0,2, are
transitions betweenn0 and n0+2. Indeed, as shown for the
casen0=45, such cases do occur. Forv0.2 evenn0→n0
+2 becomes impossible, butn0→n0+m, m.2 is still pos-
sible. However, for m.2, at typical prethreshold field
strengths, these levels are very far in the continuum, such
that a clear prethreshold structure is very hard, if not impos-
sible, to achieve. These simple arguments show clearly that
prethreshold structure is primarily a low-frequency phenom-
enon.

Figure 4 predicts prethreshold structures forn0=37 for
field and frequency combinations not yet explored experi-
mentally. At f =12.0 GHz, e.g., we predict a rather spectacu-
lar prethreshold structure. We confirmed the prediction of
Fig. 4 by inspection of the computedPsn0=37;E , f
=12.0 GHzd ionization curve.

For our numerical calculations we chose to look at the
ionization probability after 50 cycles. The number of cycles,
however, is not critical. Any number of cycles from about 30
to 300 (the experimental exposure time) yields the same re-
sults as far as the multiphoton assignments are concerned.
We chose 50 cycles exposure time because it is a good com-
promise between accuracy of multiphoton assignment and
economy of the calculations. After 50 cycles, most prethresh-
old structures are clearly identifiable while the signal is not
saturated. The time scales of the main rise and the prethresh-
old structure are different, with the former showing up in
only a few cycles while the prethreshold structure typically
needs on the order or 15–20 cycles to manifest itself[19,20].
In a finite-basis-state calculation the detailed structure of the
prethreshold structure is complicated, showing several nar-
row spikes[19,20] on a multitude of time scales[34]. This
detailed structure, while interesting, is not relevant to the
current analysis.

The problem of a limited basis size can be worked around
by numerically studying the periodically kicked hydrogen
Rydberg atoms. This allows for a detailed study of ionization
dynamics in high-n states and accurate modeling of the prob-
ability distribution after long interaction times and in three
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dimensions[35–37]. Our aim here is to accurately model the
positions of prethreshold structures and clearly separate the
prethreshold structures from the main rise of the ionization
signal. For this we found that a continuous drive model is
absolutely necessary.

We found an interesting effect in thef =9.92 GHz data
which deserves mentioning. Assume that there is an-photon
transition fromn0 to n0+1 and in addition, at the same field
and frequency, asn−1d-photon transition fromn0+1 to n0

+2. This results in the two conditions

1

v
S−

1

2sn0 + 1d2 +
1

2n0
2D = n, s20d

1

v
S−

1

2sn0 + 2d2 +
1

2sn0 + 1d2D = n − 1, s21d

from which, by subtraction, we obtain the following condi-
tion on the microwave frequencyv:

1

2n0
2 −

2

2sn0 + 1d2 +
1

2sn0 + 2d2 = v. s22d

This is an interesting criterion since the left-hand side of Eq.
(22) turns out to be approximately equal to the negative of
the second derivative of the unperturbed energy with respect
to the actionsn0d. For n0=37 this corresponds to a frequency
of f =9.5 GHz. This is very close to two prominent preth-
reshold structures atf =8.9 GHz and f =9.9 GHz. f
=9.5 GHz approximately corresponds to a 12-photon transi-
tion from n=37 to n=38 and an 11-photon transition from
n=38 to n=39. We call this condition a “double-resonance
condition.” At 9.92 GHz we found that it occurs only atn0
=37.

The double-resonance criterion can be applied to alln0.
As an example, Fig. 6 showsP,sn0=10,fd around the fre-
quency given by the double-resonance criterion,f
=1366 GHz. There is a pronounced prethreshold structure in
the computed data forf <1380 GHz. Figure 6 shows that(i)
prethreshold structures exist for a wide range ofn0 and (ii )
the double-resonance criterion predicts the frequency at
which, in general, the most pronounced prethreshold struc-

tures can be found(we checked this for severaln0). The
latter is somewhat surprising since then0+2 level is strongly
perturbed at the position of the prethreshold structure.

The name “prethreshold structure” was chosen because
these ionization features occur for field strengths where no
classical ionization is allowed. Classically the ionization
thresholds are sharp[38]. Therefore there is no problem de-
ciding whether a certain ionization feature qualifies as a pre-
threshold feature or not. For alln0 that show prethreshold
structures(see Fig. 2) we solved the classical SSE equations
governed by the Hamiltonian function

Hsp,zd = p2/2 − 1/z+ ezsinsvtd, s23d

wherep andz are classical, canonically conjugate variables.
Solving the canonical equationsż=]Hsp,zd /]p and ṗ
=−]Hsp,zd /]z, we computed the uniquely determined clas-
sical critical fieldsEcrsn0;vd, which mark the onset of clas-
sical ionization. These fields are listed as the fourth column
in Table I. The classical critical fields can be compared with
the field strengths at which prethreshold structure occurs.
The prethreshold structures ofn0=32,n0=34, andn0=45 are
embedded in the main rise of the ionization signal in Fig. 2.
For these values ofn0, the anticrossing marking the position
of the prethreshold structure is at or slightly above the clas-
sical critical fields. However, because of the widths of the
prethreshold structures, they extend below the classical criti-
cal fields and are therefore clearly seen as prethreshold struc-
tures in both the SSE calculations and the experimental data
in Fig. 2. All other prethreshold structures occurring in Fig. 2
and summarized in Table I occurbelow the classical critical
fields. Since the critical fieldsEcrsn0;vd also mark the onset
of classical chaos, we expect that the level structure of the
one-dimensional hydrogen atom for fields larger than
Ecrsn0;vd is very complicated. Conversely, for fields smaller
than Ecrsn0;vd—i.e., in the prethreshold region—where the
classical phase space is dominated by invariantKAM lines
[3], we expect that the system has well-defined energy levels.
This is indeed the case, as Fig. 5 shows, and explains why
our method works.

Prethreshold structure also occurs in two-frequency ion-
ization experiments[39] where even double structures with
two distinct prethreshold peaks can occur. Using the method
of successive rational approximations to the experimental
frequency ratio[40] our analytical method, crucially depend-
ing on the quasienergy picture, which requires a periodic
drive, can be applied even to the adiabatic two-frequency
cases.

VII. CONCLUSIONS

Having been much less of a focus than high scaled fre-
quencysv0.1d, the low-frequency regimesv0,1d of mi-
crowave ionization of hydrogen Rydberg atoms deserves fur-
ther detailed attention. In this paper we present a complete

FIG. 6. AreaP, under the ionization curve below the linear fit
to the 10% ionization threshold as a function of frequency forn0

=10. Overlaid are the positions of multiphoton transitions fromn0

=10 ton=11 shifted 0.45 GHz to the left. The photon order is noted
above selected peaks.
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classification of prethreshold structures in experimental data
by assigning a multiphoton order to each prethreshold struc-
ture. We show that a fourth-order perturbation calculation
accurately predicts the positions of prethreshold structures.
Our analytical and numerical calculations are accurate
enough to predict field and frequency combinations where
additional prethreshold structures may be found experimen-
tally.
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