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Multiphoton classification of prethreshold structures in measured microwave ionization curves
of hydrogen Rydberg atoms
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We present a complete multiphoton classification of prethreshold structures in measured microwave ioniza-
tion data of hydrogen Rydberg atoms. We show that fourth-order quasienergy perturbation theory reproduces
the locations of prethreshold structures, thus proving that prethreshold structures are a perturbative effect.
Additional prethreshold structures are predicted to occur at field and frequency values, to our knowledge, not
yet explored experimentally.
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[. INTRODUCTION knowledge, the first time that specific multiphoton orders
) giving rise to experimental prethreshold structures have been
In the early 1970s Bayfield and Koch performed an ex._assigned explicitly. In addition, we show that the analytical

periment which is still regarded as one of the key experi-yegcrintion of the perturbed levels is well within the reach of
ments in quantum chaos: the ionization of hydrogen Rydber%erturbation theory.

atoms by strong, linearly polarized microwave fiefds The Prethreshold structures have been reported in recent ex-
central result of this experiment is the existence of sharperiments[12,15. Here we concentrate on the experiments
iOI’lizatiOI’l thl’eSh0|dS as a fUnCtion Of f|e|d Strength WhiChperformed by Koch at Stony Brook' Since these experiments
were ShOWn theoretica”y to COinCide with ChaOS threshold%over a W|de range Of |n|t|a| main quantum numbers'
[2-4). Detailed follow-up experiments performed by Koch | the Stony Brook experiments hydrogen atoms are pre-
and his group at Stony Brodk—7] revealed additional struc- pared in a state with principal quantum numbgrwith a
tures in measured ionization curves which occur before thenicrocanonical distribution in angular momentui and
main rise of the ionization signal. We refer to these structure%agnetic substategn). The atoms are then exposed to a
as prethreshold structures. The explanation of their phySiCEﬁnearly polarized microwave field of field strength and
origin and their classification in terms of multiphoton transi- fjyaq frequencyf. The microwave frequenc§ depends on
tions from the initial stateny to ny+1 is the focus of this e geometry of the cavity used in the experiments, and ex-
paper. o _ , . perimental single-frequency ionization curves fof
Hydrogen ionizes at field strengths 10-20 times higheC ; 5g GHz, 9.92 GHz, and 11.89 GHz have been reported
than alkali atoms for microwave frequencies lower than them_ Throughout this paper, we will focus on thé
Kepler frequency[8-10. The stability of hydrogeridue 0 —g 92 GHz data. Following the microwave irradiation, the
the absence of an ionic coreeans that hydrogen is stable at fraction P of ionized atoms is recorded as a function of the
field strengths high enough to produce ionization via multi-microwave field strengtl§ resulting in an ionization curve
photon resonances betwesgito no+1 of order up to 18 and  p(¢) * Since every experiment, including the Stony Brook
higher before the system is driven into classical chaos. — oyneriments, has a finite energy resolution and the hydrogen
_ Aseries of broad resonances, where the microwave fielgy,m has an accumulation point in its bounded spectrum at
is a subharmonic of the Kepler frequency, leading 10 iN-zor4 energy, it is clear that the Stony Brook experiments
creased stability of the atom, ha; been f‘?po'ﬂmlﬂ- cannot separate between true ionization—i.e., excitation into
These resonances appear in experiments with both hydrog(aqe positive-energy continuum and excitation into extremely
and hydfo@,le”"ke Rydberg atoms. These resonances, ho%ghly excited bounded states. Thus the experimentally re-
ever, are different from the multiphoton resonances that arg e ionization signal contains both true ionization and ex-
the focus of the present paper. The resonances discusseddiiion into bounded states with principal quantum numbers
this paper are much narrower in frequency and lead to pres~ ~90 [6]. The technical term “ionization{the word
threshold structures. The presence of added stability due 1g,i72tion in quotation marRshas been proposed to refer to
“classical subharmonic resonanced?] actually works in his situation[6]. We do not use this term in this paper, since
our favor. It helps to reveal the presence of prethresholqye pejieve that no confusion will arise. Whenever we refer
structure by pushing the main rise of the ionization curve 19y jonization in the experimental context, it is clear that “ion-

higher fields. . jzation” is meant. Whenever we refer to ionization in the
It has been known for a long time that the prethresholdy,qry context, we mean excitation into high-lying bounded
structures are due to anticrossings of Floquet sfat@d44— states withn>n,, since, as discussed belgaee Sec. ) our

i.e., multiphoton transitions. But the present paper is, to OUEomputations do not include the positive energy continuum.
A typical measured ionization curd@y,=37) is shown as
the dashed line in Fig. [16]. Both a prethreshold structure
*Electronic address: tclausen@wesleyan.edu and the main rise of the ionization signal are clearly seen.

1050-2947/2004/18)/0534119)/$22.50 70053411-1 ©2004 The American Physical Society



T. CLAUSEN AND R. BLUMEL PHYSICAL REVIEW A 70, 053411(2004)

1 T T — TABLE I. Properties of the prethreshold structures in published
e microwave ionization curvefs-7]. First column: principal quan-
4 tum numberng of initially prepared state whose ionization curve
shows prethreshold structure. Second column: multiphoton arder
assigned to the prethreshold structure in thgonization curve.

. Third column: field strengttf, where in our SSE calculations an
anticrossing between the ac Stark-shifted stdtgs and |ng+ 1)
7 (ng=32, 34, 35, 37, 38, 41, 5@nd|ny) and|ny+2) (ng=45) occurs.
0 . Fourth column: smallest microwave fieftd, where in our classical
250 300 350 400 450 SSE calculations at least one trajectory with initial classical action
£ (V/ cm) ng can reacm>n;=90.
FIG. 1. Dashed line: experimental ionization probabl_lltynaf No v &, (Vicm) Eor (Vicm)
=37 hydrogen Rydberg atoms exposed<t800 cycles of a linearly
polarized microwave field of frequency 9.92 GHz as a function of 32 18 585 584
field strength&. Solid line: field-averaged ionization probability 34 15 460 450
P(€) computed on the basis of the one-dimensional SSE model as 35 14 382 394
discussed in the text. 37 12 289 299
Prethreshold structure is not an isolated phenomenon. This is 38 1 268 27l
illustrated in Fig. 2, which shows a gallery of measured ion- 4l 9 167 184
ization curves fomy=32, ...,50[16]. Figure 2 shows that 45 13 122 122
prethreshold structure occurs in the ionization curvesnfor 50 5 62 68

=32,34,35,37,38,41,45,50. Theng values are summa-
rized in the first column of Table I. The prethreshold struc-for weak-field conditions was discussed by Dieaal. using
tures are marked by arrows in Fig. 2. an impulsive drive[18]. They find no evidence of chaotic
It is known that prethreshold structures are caused by aBehavior, suggesting that ionization is driven by the presence
Stark-shifted multiphoton resonancgk’]. We show below of resonances. Blimel and Smilansky show&é,2Q that
that it is possible to find the order of the relevant multiphotonthe prethreshold structures result from quasienergy anticross-
resonances and that the locations of prethreshold structurésys leading to probability transfer to higher-lying states
can be explained and predicted on the basis of simple fourthwhich ionize easily. Richardst al.[7,21] were able to iden-
order perturbation theory. tify multiphoton resonances between two adiabatic states as
Since the prethreshold structures occur before the onset oésponsible for the presence of prethreshold structures but
classical chaos, their investigation, naturally, never took cendid not assign multiphoton orders to experimentally mea-
ter stage in the quantum chaos context. This fact notwithsured prethreshold structures. Our treatment is complemen-
standing, some theory has already been addressed at explaiary to the one presented by Richaetsal. [7,2]] as it aims
ing their origin. For instance, the role of two-state resonanceat explaining the structures present in experimental data and

100 100
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1 15 —G or FIG. 2. Experimental ioniza-
wl & w tion probabilitiesP(&) [6,16] as a
18 function of microwave field am-
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connects to the results of Blimel and Smilan$k9,2Q via  microwave field from zero to its peak value and then, upon
the picture of quasienergy anticrossings. leaving the cavity, switches the field off again. For the range
Our material is organized in the following way. In Sec. Il of principal quantum numbers of interest her@y
we motivate, define, and justify the one-dimensional modeF 32, ...,50, the driving frequency of 9.92 GHz corresponds
we use to describe the quantum mechanical ionization prao an adiabatic situation in which the switch-on and switch-
cess. In Sec. Il we link prethreshold structures with multi-off of the microwave field can safely be neglec{éd]. This
photon resonances and present our method for assignirig the reason why we do not include a time-dependent am-
multiphoton orders. In Sec. IV we introduce the concept ofPlitude function in the drive term of Eq1). (ii) The Rydberg
quasienergies and connect prethreshold structures witRtoms enter the cavity at different times, effectlvely resulting
quasienergy anticrossings. In Sec. V we derive second- arlfl the presence of a random phase shift in the argument of

fourth-order perturbation theory results for the ac Stark shiflthe_ sin functi_on i_n Eqcd). In the experiments, because of the
adiabatic switching of the field and the exposure of the atoms

of atomic levels under the influence of a microwave field. We ; . ,
0 hundreds of microwave field cycles, the random phase in

use these results to show that fourth-order perturbatiot e drive term has no effect on the measured ionization prob
heory is accurate enough to explain qualitatively and quan-= =, - : . )
theory g b d y q abilities. Therefore, we set the phase to zero in @y. This

itatively the presencéor nceof prethreshold structure , . .
titatively the presenceor absenceof prethreshold Iso guarantees that the field starts with zero amplitude at

in the measured ionization curves. In Sec. VI we discuss ouf'>° 9 . .
results. Section VII concludes the paper. =0. (iii ) The velocity spread of atoms in the beam of hydro-

gen Rydberg atoms &fv/v~7x 10 [7] corresponds to an
uncertainty in the microwave exposure time=00.2 cycles.
This effect is negligible(iv) It is known[26] that ionization

In recent years computers have become powerful enougftirves depend critically on all three quantum numivgrs,,
to attempt complete three-dimensional calculations oftnhdm of the initially prepared state of the Rydberg electron.
microwave-driven hydrogen Rydberg atoms. Using a comIn particular there is a strong dependencen®26]. There
plex rotation approach, Buchleitner and co-workers have peis nom dependence in the model Hamiltoniél). However,
formed full three-dimensional calculations of alkali Rydbergthe model Hamiltonian(1) closely models the hydrogenic
atoms in a microwave fiel{®,10,22,23. Yet when it comes M=0 extremal Stark states which are known to ionize most
to the extraction of the physical processes underlying a pagfficiently in a linearly polarized field. Since tn=0 state
ticular measured phenomenon, the most realistic calculatiori§ Present in the initial microcanonical ensemble of the ex-
are not necessarily the best venue for attaining an enhanc&@rimentally prepared states, our model describes at least
understanding, since the core physical phenomenon mageme part of the initially prepared experimental state to a
well be masked by a multitude of secondary processes con¥ery good approximation. Since this is also the part of the
p|ete|y taken into account by a full three-dimensio({w) initial state which ionizes firgﬁn fleld) and most efﬁCiently,
calculation. Therefore our goal is to select the simplest poswe should be prepared to see ionization curves computed on
sible model that nevertheless retains the core physics of tH&€ basis of Eq(l) to be shifted slightly to the left as com-
phenomenon under investigation. Still, the calculations rePared with experimental ionization curves, and the prethresh-

ported here took several months of runtime on a dedicate@ld structures are expected to be more pronounced.
90-node Beowulf clustef24]. Even the simple modefll) is still too complicated to be

It has been known for a long time that the ionizationtreated exactly. The most serious complication stems from

dynamics of microwave-driven hydrogen Rydberg atoms ighe fact thatH, possesses a continuous spectrum. While
well described both qualitatively and to a certain extent evemmethods exist to take the continuum into acco[i,22,
guantitatively by a one-dimensional model, the surface-statéheir implementation turns out to be too expensive for our
electron(SSB model [25]. Within this model the Hamil- present purpose. But since, as explained in the Introduction,
tonian of the Rydberg electrain atomic unitg is given by  existing experimentf5] do not separate between true ioniza-
tion and excitation beyona. and since, in addition, not

l, (1) much is known about the branching ratio of electrons ending
z up in the true continuum and electrons ending up in highly

wherep=-id/dz is the momentum operataz,is the spatial ~€Xcited states witm>n., we neglect the coupling to thd,
coordinatet is time, ande and w are the microwave field continuum and use excitation beyongas a probe for the
Strength and the microwave frequency, respecti\emdw total eXperimenta”y measlured |0nlzat|0n probablllty
in Eq (1), and throughout this paper, are in atomic units. Based on the above discussion We. Implemen-ted the fol-
Frequently, in particular when we compare our results to théowing numerical procedure for solving numerically the
experimental data, it is more natural to refer to the field induantum dynamics of a Rydberg electron governed by the
V/cm and to the frequency in GHz. We then use the symbolélamiltonian(1). We expanded the electron wave function in
& andf, respectively. the set of 76 boundeH, eigenstates with principal quantum
The model Hamiltoniaigl) is the result of numerous sim- numbers n=25,...,100. This way the solution of the
plifications, which, however, can all be justified. The mostSchrédinger equation with the Hamiltoniéb) is turned into
serious approximations are the followin@ In realistic mi-  a system of 152 real, coupled, linear, first-order differential
crowave ionization experimenf§] the Rydberg atoms enter equations for the expansion coefficients. These coupled
a cavity which, in the reference frame of the atom, ramps thequations are propagated forward in time using an eighth-

Il. MODEL

« . 1
H(zt) =Hg+ ezsin(wt), Ho= Epz_
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order Runge-Kutta integrator method with variable step size 1

[27]. An absorbing boundary condition at=90 keeps track 0.8

of the electron flux that reaches high-lying Rydberg states.

The absorbing boundary condition is implemented in the fol- 06

lowing way: After each microwave cycle—say, cycle number 0.4

j—the total occupation probability of the states with

=91,...,100 is recorded gg. Then the amplitudes of states 0.2
0

€ (V/cm)

n=91,...,100 are set to zero and cycle numbperl is
started. The total ionization probability is then computed via 6 8 10 12 14 16 18 20 22
P(S):E}\'zlpj, whereN=50 is the total number of microwave f (GHz)
cycles in our computations. This approach effectively models
ionization due to phase-space diffusif®j. In addition it _ FIG. 3. False-color ar_1d _gray—scale p{et?zg intensity scale to the
greatly reduces spurious reflection of probability from thefight .of the panel of the |on|.zat|on probability after 50 cycles as a
end of our truncated basis. function of frequency and field strength fog=37.
We used the above numerical method to compute the ion-
ization curve fomy=37 andf=9.92 GHz. For a better com- To identify the multiphoton order of a given prethreshold

parison with experiment we averag®d€) over the experi- structure we use the following technique. For a givgrand
mental field uncertainty 0£7% of peak field strength which frequency f we compute a complete ionization curve
results from the size of the entry aperture of the microwave?(ng;&,f) as a function of field strength and identify the
cavity in conjunction with the spatial electric field distribu- lowest field strengtif;qe(ng; f) which results in 10% ioniza-
tion of the 9.92 GHz cavity mod¢6]. The field-averaged tion probability after 50 cycles. Both the 10% level in the
P(€) is shown as the solid line in Fig. 1. We see that 8. ionization probability and the microwave exposure of 50
qualitatively reproduces the prethreshold structure and theycles are chosen arbitrarily, but additional calculations
main rise. As expected, the height of the prethreshold strucshowed that the method is not sensitive to these particular
ture is overemphasized and the main rise of the ionizatiowalues. Then we create a data base of 10% field strengths for
curve is slightly shifted to the left as compared with thea dense grid of frequency values ranging frém6 GHz to
experimental resuldashed line in Fig. Ll But most impor- =22 GHz in steps of 0.1 GHz. It turns out that these 10%
tantly Fig. 1 shows that both the position of the prethresholdield strengths lie approximately on a straight line
structure and the onset of the main rise of the ionizatiorfigu(no; f) =y(f)=a(ng)f+pB(ny), where, for ny=37, e.g.,
curve are modeled by the Hamiltoniéh to a good approxi- «(37)=-3.97 V/(cm GH2 and 3(37)=343 V/cm. For low
mation. This is important since we base our interpretation ofrequencies, the validity of this linear dependence is well
the prethreshold structures, including our multiphoton classiestablished6]. The motivation for the linear fit is the fol-
fication scheme and the position of the prethreshold strudowing. Locally, the fit averages out the presence of preth-
tures, on the one-dimensional model. On the basis of Fig. teshold structures and thus, on average, defines more accu-
and many similar ionization curves that we computed, werately the onset of the main rise of the ionization signal.
conclude that the one-dimensional mod&l together with We now define the fraction of ionization probability in the
its numerical implementation is indeed a sound basis for th@rethreshold region according to

investigation of the physical mechanisms underlying the ex-

. y(f)
perimentally measured prethreshold structures. P_(ny:f) :f P(ng:£,)de. 2
0

Ill. PHYSICAL ORIGIN OF PRETHRESHOLD

STRUCTURE This quantity is a measure for the occurrence of prethreshold

structure. IfP_ is small, there is no prethreshold structure. If

Since the prethreshold structures occur at relatively wealP_ is large, there is a pronounced prethreshold structure in
microwave field strengths below the main rise of the ioniza-the ionization signal. We should mention that in order to
tion signal, we expect that the low-lying energy levels of thecomputeP_, the linear fit procedure described above is not
atomic system in the prethreshold region are relatively wellnecessaryP_ could just as well be computed by inspecting
defined ac Stark-shifted energy levels which are broadenette individual ionization curves and determining the onset of
considerably only for field strengths at or above the fieldthe main rise visually. However, since we had to comgute
strengths corresponding to the main rise of the ionizatiorat thousands of frequency mesh points in order to establish
signal. Therefore we expect that the microwave field is ableur multiphoton interpretation and classification of preth-
to drive multiphoton resonances between low-lying ac Starkfeshold structures for alln, values in the rangeng
shifted atomic states. =32,...,50, this would have meant to examine literally

Figure 3 shows a 3D plot of the ionization probability as thousands of ionization curves one by one. The linear fit,
a function of frequency and field strength fog=37. The therefore, serves to automate the determination of the critical
prethreshold structures are clearly seen as “tongues” stretchields that mark the onset of the main rise.
ing down from high field strengths to low field strengths. The Figure 4 showd_ computed for the complete frequency
tongues get narrower at lower field strengths and bend torange fromf=6 GHz tof=22 GHz forny=37. We see sharp
ward higher frequencies. resonances at well-defined frequencies. As shown in Fig. 4
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12 T T T T IV. PRETHRESHOLD STRUCTURES AND QUASIENERGY
10 | i ANTICROSSINGS

= . We now link prethreshold structures and quasienergy an-
18 12 8 ticrossings. Since the microwave drive in Eg)) is periodic
| in time and the Schrodinger equation is linear, Floquet theory

[}
: ! ' 7 [28] is applicable. According to this theory the time-
i [} PURT] .
SIEEE 4 dependent Schrddinger equation
et
TTERE (A 1 1 3lﬂ(Z,t)

6 8 10 12 14 16 18 20 22 i =H(z,t) ¥z, ) (3)
f (GHz) ~
has solutions of the form
FIG. 4. AreaP_ under the ionization curve below the linear fit et
to the 10% ionization threshold as a function of frequencyrigpr D(zt) =e"P(z1), (4)

=37. The vertical dashed lines indicate the positions of mUItiphOtOWNhereqS(z t)=$(z,t+T), T=27/ w, is periodic in time and:
e e ey €aled. hesharactrsi exponer2d,3 of the guasien-
P P P "ergy [31]. The method of quasienergies is closely related to

the peaks irP_ correlate exactly with the positions of mul- the theory of Bloch waves in solid-state phys[&2]. The
tiphoton resonances betweege 37 andn,=38 if we reduce  terms “quasienergy states” and “ac Stark-shifted states” are
the energy spacing betweeg=37 andn,=38 by 0.45 GHz Physically the same; only the terminology is different.

to account for the ac Stark shift of both levels. The energy Defining the one-cycle propagattl(T) that propagates
distance betweeny,=37 andn,=38 is reduced, because, as the solutions of Eq(3) over one cycle of the applied micro-
shown later(see Secs. IV and ) the ac field causes an wave field, we have

attraction of levels. The shift is weakly frequency dependent ) - -

(see Sec. Y, with slightly more attraction for larger frequen- D(z,T) =€"T(z,0) = U(M)P(z,0) =U(T)(z,0), (5)

cies. This effect is counterbalanced by the fact that highejv

6
) 1
[
[}
[
1
I

[=] N s~ O @
T

N , here we used the periodicity @. It follows immediately

frequencies ionize at lower field strengths. Thus the overal ) - )
effect is to render the shift at the position of the prethreshol rom _Eq. (5 that the eigenvalues O‘U_(T) are given by
structure virtually frequency independent. exp(—leT)_. Ther_efore, the most convenient way to compute

As shown by Fig. 4 the spacing of the resonanceR.iris the quasienergies is to cqnstruct the one-cycle propagator
completely regular such that a multiphoton order can be un@nd diagonalize it. Denoting by efip) the eigenvalues of
ambiguously assigned to each of the peaks. Since every pe&kT) and by|a) the eigenstates af(T),
in P_ corresponds to a prethreshold structure and every peak . _
in P_ can be assigned a unique multiphoton order, there is a U(M)|a) =€), (6)
one-to-one correspondence between prethreshold structures, | ove
and multiphoton transitions. Thus we proved that multipho-
ton resonances are well defined in the prethreshold regime a=-€l (7)
and are the physical origin of the prethreshold structuresand
This result agrees with the earlier results by Richatal.
[7]-A i - ool . (Za) = ¢(2,0). )
:370%?;22?0;0 daltgall istuiapnﬁ)tigrue;u;y |3t(;lrj1(t:|§?er§ g‘smflz_ We used this method to compute the quasienergy levels of

o : our one-dimensional model fop=37 andf=9.92 GHz as a
photon transition between the ac Stark-shifted stages37 : : 0 ;
and n=38. In order to assign multiphoton labels to all the function of the microwave field strengh Since, based on

other prethreshold structures in the experimental ionizatioﬂ;nhe resul_ts OT thg previous section, the prethreghold structure
curves shown in Fig. 2, we computél.(n: f) for eachn, in _theno—37 ionization data is c_aused by a multiphoton tran-
value in the rangeO:32’ ...,50. On the ba’sis &f_(ng; ) it sition between _the ac Stark-shmelg: 3.7 andn=38 states,

is then straightforward to assign the multiphoton order to ye are mostly interested in the quasienergy states with the

: : afargest overlaps with the unperturbeg=37 and n=38
given prethreshold structure. For eaghshowing prethresh- . .
old structure in the ionization cun(¢he first column in Table states. The resulting quasienergy states expressed as the

1), the second column in Table | shows the multiphoton ordefigenphases dfi(T) according to Eq(7), are shown as the

v of the corresponding prethreshold structure. Thus we arsolid lines in Fig. $a). At £=0 they connect with the unper-
rived at a complete multiphoton classification of measuredurbed eigenstates dfl,. For increasing microwave field
prethreshold structures in the experimemigt32,...,50,f  strength both states bend upwards and show an anticrossing
=9.92 GHz ionization curves. Only the cagg=45 is special at £=290V/cm which is precisely the location of the,
because in this case the multiphoton transition is not between37 prethreshold structure. Thus we showed that the preth-
the initial state and the immediately neighboring state, buteshold structure in the,=37 data is due to a quasienergy
betweemy=45 andn=47. Still the multiphoton order is per- anticrossing that occurs before the main Kidashed vertical
fectly well defined and corresponds to a 13-photon transitionline in Fig. 5 of the ionization signal. As shown in Fig(&,
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40 ' ' T correspondence between quasienergy anticrossings and pre-
L DM
(a) pre-threshold W, threshold structures.
30 | strueture | /] V. PERTURBATION THEORY
« 7| )
20 | / g: . As discussed above, prethreshold structures are due to
as37 z i multiphoton transitions between well-defined, ac Stark-
10 Gias E: 1 shifted levels. In this section we show that energy levels
L L - computed using fourth-order quasienergy perturbation theory
° 100 200 300 400 accurately predict the positions of prethreshold structures.
€ (V/em) Quasienergy perturbation theory is a well-known standard
T r T T T technique applicable to periodically driven quantum systems.
L 1% | Our implementation of the method closely follows the pre-
% (b) Etr;;?"]rre:ho‘d X/: 42 sentation in[33].
28 | l F S The Hamiltonian(1) has a periodic time dependence and
o, v : can therefore be rewritten in time-independent form iflLa
i a3,7!”'/" 2 7 +1)-dimensional spac®, whose coordinates arandt. The
20 | ,;:”’ '5: - Hamiltonian?{ acting in this space is given by
x~ " ass &
1 1 1 L L | 1 ~ ~
260 280 300 320 340 H(zt) =H(zt) - i%, (9)

& (V/cm)

whereH is the SSE Hamiltonian defined in Edl). Due to
the periodicity of the problem, the topology @fis that of a
cylinder. t is the cyclic coordinate where=0 is identified

FIG. 5. Eigenphase& of the one-cycle propagatdﬁi(T) as a
function of microwave field strength 4£9.92 GHz. Shown are the
eigenphasegs; and azg whose corresponding eigenstafes;) and . . AL
|asg) have the largest overlap with the unperturbed tSeSE states with t=T. The eigenvalue problem fdt is given by
=37) and|n=38). The position of the prethreshold structure in the ~
n=37 exp‘)erimental ionization curve is marked by an arrow. The H(z)d(zt) = ebl2), (10
position of the onset of the main rise of the experimental ionizatior\NhereqSk(z,t) are theT-periodic functions defined in E¢4).
signal is marked by the vertical dashed lig) Solid lines: the Setting
numerically computed eigenphases; and azg. They show an an-
ticrossing at the position of the prethreshold structure. Dashed lines:
the results foras; and azg obtained from second-order quasienergy
perturbation theoryb) Magnification of(a). The field mesh points leavesez sin(wt) as a perturbation of the time-independent
do no longer blend into a continuous line and the correspondinq)romem
results fora are shown as bulletgys;) and crossegasg). For clar-
ity of presentation only every third point is marked. Dashed lines:
the results foraz; and asg obtained from fourth-order quasienergy
perturbation theory.

H =Hq+ ez sin(wt) (12)

ri:lo‘f’nl = Eg?) ¢n|v (12)

where the inner product is defined as

for still higher fields the quasienergy corresponding to the
quasienergy state with predominantly 38 character devel-

ops a jittery appearance, which is especially pronounced f . ) _

fields in excess of the threshold field which marks the onse he elgenvalues_of+iE|q.12) are Enl)__llznzﬂ“’ and the
of the main rise of the ionization sign@ashed vertical lines glgens.tates_ argn = In), wheren) are the eigenstates of
in Fig. 5). This behavior is easily explained. At such high Ho defined in Eq(1). _

compete for the largest overlap with the=38) state. Thus tion are zero. The second-order correction is

the criterion of largest overlap results in the selection of 1 1 1

structurally different quasienergy states whose different AEff) =—=> Zﬁk( +
guasienergies are responsible for the observed jumps in Fig. 4% Ei-Bcto Ei-Bc-o
5.

1 T
<¢nl(zvt)|¢n’l’(z,t)>T: ?f <¢nl(zyt)|¢n’|’(z’t)>dt- (13)
0

>, (14)

In the same way we investigated all other prethresholJv here
structures in the ionization data shown in Fig. 2. For eagh Zw=(n|zk) (15
with prethreshold structurdirst column in Table ) we were ) ) -
able to connect the prethreshold structure with a quasienerd§ computed on the basis of the bound eigenstatesf Ho
anticrossing. The field strengths where the anticrossings oélefined in Eq(1). The fourth-order correction is

cur are listed as the third column in Table I. They correlate (4 _ 2

remarkably well with the positions of the measured preth- AET=BARTHE, (16)
reshold structures in Fig. 2. Thus we established a one-to-onghere
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k#n
and

1
E (E €k, a'lel ,2016m,01
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o1
2716,

+ €|,o€k,al€m,az) ZakZZimZmn- (18)

We defined

1

= 19
E,-E(tow (19

Ek,o’

and oy=%1, 0,=%1, andk,I,m=1,...n-1,n+1,... M,
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obtain the correct positions and multiphoton assignments of
prethreshold structuregc) We identify prethreshold struc-
ture as a multiphoton transition between two ac Stark-shifted
states, usually the starting statgand the first excited state
ny+1. (d) We arrive at a complete multiphoton classification
of prethreshold structure including explicit assignments of
multiphoton orders(e) We show that perturbation theory is
powerful enough to reproduce the positions of prethreshold
structure quantitatively without any adjustable parameters.
In particular we agree with the authors [af] that preth-
reshold structure is a low-frequency phenomenon. In our
model the reason for this is obvious. We showed above that
we obtain the most pronounced prethreshold structures for
multiphoton transitions betweem, andny+1. Expressed in
scaled frequencyuozwng [3]—i.e., the ratio of the micro-
wave frequency and the Kepler frequency of tigh Bohr
orbit—the distance between, and ny+1 is very close to

whereM =100 is our basis size. It is straightforward to prove ,, =1 for large n,. Thus,n, and ny+1 can be connected

analytically that Eq(14) converges. We do not have an ana- resonantly only forop<1. For w,>1 the photon energy
lytical proof for the convergence of E¢16), and therefore exceeds the level spacing between next nearest neighbors,
we do not know if the fourth-order perturbation correction and resonant transitions betweﬂnand n0+1 are no |0nger
actually converges. Numerically ECL6) is stable to withina  possible. What is, however, possible, at leastdgr 2, are
relative error of~10"* in bases up to 1000 SSE states. transitions betweem, and ny+2. Indeed, as shown for the
The dashed lines in Fig. 5 show the result of second-ordegasen,=45, such cases do occur. Feop>2 evenng—ng
[Fig. X@] and fourth-ordefFig. Yb)] quasienergy perturba- +2 becomes impossible, bay— ng+u, u>2 is still pos-
tion theory for theU(T) eigenphases which connect with the sible. However, foru>2, at typical prethreshold field
eigenphases of the unperturbed statgs 37) and|n=38) at ~ strengths, these levels are very far in the continuum, such
zero field. We see that for small microwave field strengthghat a clear prethreshold structure is very hard, if not impos-
the results of both second-order and fourth-order perturbasible, to achieve. These simple arguments show clearly that
tion theory are very close to the numerically exact qua-prethreshold structure is primarily a low-frequency phenom-
siphases. Both second and fourth order predict thainfor enon.
=37 a quasienergy anticrossing occurs. But while second- Figure 4 predicts prethreshold structures fig=37 for
order perturbation theory makes a qualitatively incorrect prefield and frequency combinations not yet explored experi-
diction by placing the anticrossing at the same field strengttmentally. Atf=12.0 GHz, e.g., we predict a rather spectacu-
as the main rise, fourth-order perturbation theory makes th&ar prethreshold structure. We confirmed the prediction of
correct prediction that the anticrossing occumsfore the  Fig. 4 by inspection of the computedP(n,=37;&,f
main rise, resulting in a prethreshold structure. In fact fourth=12.0 GH3 ionization curve.
order perturbation theory predicts the position of the anti- For our numerical calculations we chose to look at the
crossing to within 5 V/cm, less than the width of the preth-ionization probability after 50 cycles. The number of cycles,
reshold structure itself. Thus we conclude that prethresholtiowever, is not critical. Any number of cycles from about 30
structures are essentially a perturbative effect, well withinto 300 (the experimental exposure tingelds the same re-
the reach of fourth-order quasienergy perturbation theory. sults as far as the multiphoton assignments are concerned.
We chose 50 cycles exposure time because it is a good com-
promise between accuracy of multiphoton assignment and
economy of the calculations. After 50 cycles, most prethresh-
Our work is closely related to the work of Richareisal.  old structures are clearly identifiable while the signal is not
[7] who investigate ionization curves in the adiabatic regimesaturated. The time scales of the main rise and the prethresh-
for principal quantum numbers ranging frong=32 to n, old structure are different, with the former showing up in
=48. The main findings of Richardst al. are that(i) preth-  only a few cycles while the prethreshold structure typically
reshold structure is a low-frequency phenomer@npreth-  needs on the order or 15-20 cycles to manifest ifd&lf2q.
reshold structure in the adiabatic regime can be reproducedd a finite-basis-state calculation the detailed structure of the
with as few as twaadiabatig basis states, angii) classical  prethreshold structure is complicated, showing several nar-
calculations fail to reproduce the prethreshold structuressow spikes[19,20 on a multitude of time scalef84]. This
which are therefore a quantum phenomenon. We agree witlletailed structure, while interesting, is not relevant to the
the main findings of Richardst al. and add the following current analysis.
new aspects(@ While Richardset al. work with adiabatic The problem of a limited basis size can be worked around
states, we find that Stark-shifted SSE states are also wetly numerically studying the periodically kicked hydrogen
suited for qualitative and quantitative calculations in theRydberg atoms. This allows for a detailed study of ionization
adiabatic regime(b) In analogy to the resulti) of Richards  dynamics in higha states and accurate modeling of the prob-
et al, we find that two ac Stark-shifted states are sufficient taability distribution after long interaction times and in three

VI. DISCUSSION

053411-7



T. CLAUSEN AND R. BLUMEL PHYSICAL REVIEW A 70, 053411(2004)

' ' ' tures can be foundwe checked this for several)). The
latter is somewhat surprising since thyet+2 level is strongly
perturbed at the position of the prethreshold structure.

The name “prethreshold structure” was chosen because
these ionization features occur for field strengths where no
classical ionization is allowed. Classically the ionization
thresholds are shaf38]. Therefore there is no problem de-
ciding whether a certain ionization feature qualifies as a pre-
threshold feature or not. For afly that show prethreshold
structuregsee Fig. 2 we solved the classical SSE equations
governed by the Hamiltonian function

FIG. 6. AreaP_ under the ionization curve below the linear fit
to the 10% ionization threshold as a function of frequencyripr
=10. Overlaid are the positions of multiphoton transitions fragn H(p,2) = p%2 - 1lz+ ez sin(wt), (23
=10 ton=11 shifted 0.45 GHz to the left. The photon order is noted
above selected peaks.

wherep andz are classical, canonically conjugate variables.

dimensiong35-37. Our aim here is to accurately model the Solving the canonical equationg=dH(p,z)/dp and p
positions of prethreshold structures and clearly separate th_e_(;H(p,z)/(yz, we computed the uniquely determined clas-
p_rethreshold structures from the mair_1 rise of the ionizatiqrgica| critical fields&.(ng; »), which mark the onset of clas-
signal. For this we found that a continuous drive model iSgjc4| jonization. These fields are listed as the fourth column
absolutely necessary. , in Table I. The classical critical fields can be compared with

We found an interesting effect in thie=9.92 GHz data ¢ fielq strengths at which prethreshold structure occurs.
which deserves mentioning. Assume that there isploton 1,4 prethreshold structures f= 32, n,= 34, andn,=45 are
transition fromn to no+1 and in addition, at the same field ¢ypedded in the main rise of the ionization signal in Fig. 2.
and frequency, dv—1)-photon transition fromo+1 10Ny For these values af,, the anticrossing marking the position

+2. This results in the two conditions of the prethreshold structure is at or slightly above the clas-
1 1 1 sical critical fields. However, because of the widths of the
—(— st —2> =, (20 prethreshold structures, they extend below the classical criti-
o\ 2+ 17 2ng cal fields and are therefore clearly seen as prethreshold struc-

tures in both the SSE calculations and the experimental data
1(_ 1 . 1 ) N 21) in Fig. 2. All other prethreshold structures occurring in Fig. 2
2(ng+2)?2 2(ng+1)2) VT and summarized in Table | occbelowthe classical critical
_ _ _ _ _ fields. Since the critical fields.(ny; w) also mark the onset
from which, by subtraction, we obtain the following condi- of classical chaos, we expect that the level structure of the
tion on the microwave frequenay: one-dimensional hydrogen atom for fields larger than
1 2 1 E(ng; w) is very complicated. Conversely, for fields smaller
—- 5+ 5= w. (22 than &.(ngy; w)—i.e., in the prethreshold region—where the
2y 2ng*+1)7  2ng+2) classical phase space is dominated by invarkeAM lines
This is an interesting criterion since the left-hand side of Eq[3], We expect that the system has well-defined energy levels.
(22) turns out to be approximately equal to the negative offhis is indeed the case, as Fig. 5 shows, and explains why
the second derivative of the unperturbed energy with respe@ur method works. _ _
to the action(n). Forn,=37 this corresponds to a frequency ~ Prethreshold structure also occurs in two-frequency ion-

of £=9.5 GHz. This is very close to two prominent preth- ization experiment$39] where even double structures with
reshold structures atf=8.9 GHz and f=9.9 GHz. f two distinct prethreshold peaks can occur. Using the method

=9.5 GHz approximately corresponds to a 12-photon transiof successive rational appr(_)ximations to the_ experimental
tion from n=37 to n=38 and an 11-photon transition from frequency ratid40] our analytical method, crucially depend-

n=38 to n=39. We call this condition a “double-resonance N9 On the quasienergy picture, which requires a periodic

condition.” At 9.92 GHz we found that it occurs only ag drive, can be applied even to the adiabatic two-frequency
=37. cases.

The double-resonance criterion can be applied tanall
As an example, Fig. 6 showR_(ny=10,f) around the fre-

(O]

quency given by the double-resonance criterioh, VIl. CONCLUSIONS
=1366 GHz. There is a pronounced prethreshold structure in
the computed data fdr= 1380 GHz. Figure 6 shows théy} Having been much less of a focus than high scaled fre-

prethreshold structures exist for a wide rangengfand (i)  quency(wy>1), the low-frequency regiméwy<<1) of mi-
the double-resonance criterion predicts the frequency atrowave ionization of hydrogen Rydberg atoms deserves fur-
which, in general, the most pronounced prethreshold strugher detailed attention. In this paper we present a complete
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