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Lifetimes of the 9s and 8p levels of atomic francium
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We use time-correlated single-photon counting techniques on a samﬁ%iohtoms confined and cooled
in a magneto-optical trap to measure the lifetimes of t8g,9 8P3,, and &, excited levels. We populate the
9S,/, level by two-photon resonant excitation through the, ¢ level. The direct measurement of th&,9
decay through theHj,, level at 851 nm gives a lifetime of 107.53+0.90 ns. We observe the decay oSipe 9
level through the B, level at 423 nm and theR8,, level at 433 nm down to theS{,, ground level, and
indirectly determine the lifetimes of these to be 83.5+£1.5 ns and 149.3+£3.5 ns, respectively.
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I. INTRODUCTION the 7P,—9S,, transition. We measure lifetimes of the
. . . . _atom by abruptly turning off the excitation and observing the
A precise understanding .Of th_e _electronlc wave funcﬂor_m{ime dependence of the subsequent decays of fluorescence.
of the excited levels of francium is important for the anaIyS|sAn atom excited to the 9level returns indirectly to the
gremgﬁf[ulrfg]e?thse OfOFt)::]Itti);l nsggool}s?g;;atémgnlni;h;\l c ground level through several decay channels. Théde9el
- he p o . : ~_decays to the B and  levels. While both of these levels
measurements is tied to the simplicity of its alkali atomlcOIeCay directly to the ¥ground level, the B levels also de-

iﬁ;ugéﬂ:grﬁgr?tslar?c?bepiﬂg mn:;()::]ngi)gn dsmv(\:/Zth?Lrj?:gtiEEsC cay to the 8 and @l levels, which then decay to the ground
P 9 P ' level through the @ levels. We measure the lifetime of the

these must be WQII understood to accurately extract parany_’ o el through its decay to thePg,, level. We obtain the
eters and constraints on the electroweak force of the standa ., and &, lifetimes through the decay of these levels to

mo\?v(zl. resent here our measurements of the lifetimes of ththe % level. Figure 2 shows the three decay transitions rel-
P &vant to the lifetime measurements.

95, 8Py and &y, levels. These three Spectroscopic mea-  ry ;¢ paper is divided into four parts. Section Il explains

;;fcﬁﬂtiaﬁiitcéhgg&fgrr]afcoyr g];)ttr? ih\:evavritf::gcgr?gse;éitteh@e apparatus and method used for measuring the lifetimes,
g ec. lll presents the measurement of tigg Plifetime, Sec.

levels, and probe the behavior of the wave functions at Iarg?v details the measurements of the.§, and &, lifetimes
electronic radii. We have performed similar measurement%nd Sec. V concludes 2 '

on the Band @ levels of**Rb, where the average number of
trapped atoms is larger, to search for systematics eféjrs
The production, cooling and trapping of francium on-line
with the Superconducting LINAC at Stony Brook has been
described previously7]. Briefly, we produce francium in a A. Method: time-correlated single-photon counting
nuclear fusion reaction between a gold target and a 100 MeV
180*5 beam from the Stony Brook superconducting LINAC.
With ~1x 10° 22%r*/s extracted from the target and trans-
ported to the trapping region, we cool and trag-400° at-
oms in steady state with our pulsed high efficiency MOT.
Figure 1 shows the energy levels &fFr relevant for
cooling, trapping, and the lifetime measurements. A Coher-
ent 899-21 titanium-sapphir@i:sapphirg laser operating at
718 nm excites the trapping and cooling transiti@s,,, F
=13/2—7P;5,,F=15/2). A Coherent 899-01 Ti:sapphire la-
ser operating at 817 nm repumps atoms that leak out of the
cooling cycle via the $,,,F=11/2—7P,,,,F=11/2 transi-
tion. A second Coherent 899-21 Ti:sapphire laser operating at
744 nm excites the francium atoms to the18vel through

Il. METHOD AND APPARATUS

We measure the lifetimes using time-correlated single-
photon counting[8]. This method has been used, for ex-
ample, to measure lifetimes of atoms in bed®is atoms in

F=13/2
F=112 12

*Present address: Department of Physics, University of Toronto,
Toronto, Ontario, Canada, M5S 1A7.

"Present address: Department of Physics, University of Maryland, FIG. 1. 2% energy levels and lasers relevant to the trap opera-
College Park, MD 20742, USA. tion and excitation of the G, level.
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FIG. 2. Energy levels and decay channels"fr involved in FIG. 4. Turn off the 744 nm excitation laser as measured with
the decays of the®and & levels. The observed decay transitions {he time-correlated single photon counting detection electronics. No

relevant to the measurements of th®,, 8Pz, and & life-  gark count background has been subtradte@. corresponds to the

times are indicated by full line arrows and the wavelength of theyme at which the probe laser has fallen tee®f its on amplitude.
emitted photon. The unobserved decay transitions are represent¢fle gata were accumulated ovex a0’ cycles(500 3.
by dashed line arrows.

, , ) and the time correlated single-photon counting electronics.
vapor cells[10], and trapped single ior[d1]. The Francium To minimize background, we excite from th®;, state

Spectroscopy Group at Stony Brook has used the techniqug 744 nm. We move population to th&%,F=11/2 state
for the lifetime measurements of thep and @ levels of  \ith a depumping lasef7S,,, F=13/2— 7P, F=13/2)
trapped atomic franciunil2,13. This section describes in 4 puts atoms into theS{,,F=11/2 state where the re-
greater detail the method used for the previously publishe<§umper can take them to theP7,,F=11/2 state(see Fig.
9s lifetime [14]. _ , . 3). ABurleigh WA-1500 wavemeter monitors the wavelength
The time-correlated smgle—photon_ counting techniqueys the lasers to about +0.001 ch while a computer-
uses a short pulse of resonant laser light to populate an eXqntrolled scanning Fabry-Pérot cavity monitors and holds
cited state at=0. When the atoms decay from their excited 4, long-term frequencies of all lasers at the MHz lefdé].

state to a lower lying state they emit a photon. The arrivaly charge-coupled-devicecCD) camera collects the trapping
times at the photodetector, with respect to the excitation e fluorescence and monitors the number of atoms in the
pulse, of the spontaneously emitted photons are distribut ap during measurements. We operate in a regime where the
according to the exponential decay of the state. The ”fetim%teady-state number of atoms is small, roughlf; 16 make

of the state is extracted from an exponential fit to the histo

X X sure that the density of the sample is Igwap diameter
gram of the arrival times. ~0.2 mm.
The measurement operates on aukOcycle sketched in
B. Apparatus Fig. 5. We excite a fraction of the atoms in th@,/, state

. _ with the 744 nm probe laser. Following the probe pulse, we
Figure 3 shows the basic elements of the apparatus. Wgetect the decay of fluorescence back to tRg.7state at 851

pulse the excitation laser at 744 nm with two Gsangemm for 1.3ps. We cool and trap the atoms during the rest of
LM0202 electro-optic modulatoréEOM) and one Crystal the cycle. All lasers are turned on and off at the appropriate

Technologies acousto-optic modulatthOM). The three times to optimize the measurement of the excited state life-
modulators in series allow us to turn off the excitation lasefjme.

with an extinction ratio better than 400:1 in less than 20 ns. \when the PMT detects a photon, it generates a variable
Figure 4 shows the turn off the 744 nm excitation laser asamplitude electronic pulse. We first amplify the signal with
measured with a photomultiplier tub@lamamatsu R636 an Ortec AN106/N linear amplifier and then send it to an
Ortec 934 constant fraction discriminat@@FD). The CFD
outputs a sharp constant height pulse triggered on a constant
fraction of the amplitude of the input pulse. The delay of the

Wavemeter and
Laser Lock Counting Gate I_
A
Probe ,_l
Frobe ’ 2 x AM EOM J/ Depumper
i +AM AOM
Repump P Repumper | |_
| 817 nm I —
Trap pump Trap [
4
’ AM AOM -1‘.5 -l1 -0‘.5 (I) 0‘.5 ; 1‘.5
time (us)

FIG. 3. Block diagram of 8 and & spectroscopy

experiment. FIG. 5. Timing diagram for 8 lifetime measurement.
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FIG. 6. Block diagram of electronics used for processing a pho-
ton detection pulse. 102

output pulse with respect to the input pulse is independent of
the amplitude of the input pulse. The output of the CFD is
sent to an Ortec LG101/N linear gate to eliminate photon

pulses detected before the excitation pulse. The output of the L . . ;
Imear gate is sent to the start input of an Ortec 467 time-to- g ol °o,,":'_.‘.%;g‘g ﬁ.‘,‘ < ._:'Q':_‘&g
amplitude converte(TAC). We send a stop pulse generated I RAREA NI AR
by the master clock to the stop input of the TAC psBafter - : , , "

the excitation laser pulse is applied. Starting the TAC with a 0 100 200 300 400
fluorescence photon eliminates the accumulation of counts time (ns)

from cycles with no detected photons. A multichannel ana-

lyzer (MCA) bins the TAC output to produce a histogram of

tghel.]?\{[ents' We use an ItEG&dG OcrterTrumgé%IE T/I%?Af?r The(b) the same data minus a background with a fit to an exponential
S lileime measurement and a L.anberra or edecay(solid line). The lower plot shows the residuals of the fit

8_p lifetime measurements. A Berkeley Nucleonics Corpora'divided by the statistical uncertainty of each point. The data is the
tion BNC 8010 pulse generator and two Stanford Resga!’cgum of several data sets and corresponds to an accumulation time of
Systems DG535 pulse delay generators provide the timingyer 5600 s.

sequence for the chopping of lasers, the linear gate, and the

TAC stop pulse. Figure 6 is a block diagram of the detection . .
pulse electronics. individual data sets are then processed, added together, and

A 1:1 imaging system(f/3.9) collects the fluorescence fitted. We repeat the counting measurement without atoms

onto both a high-speed cooled CCD caméRmper Scien- an(i ogittaé? sa?aackground.

tific, MicroMax 1300YHS-DIF for the trapping light at 718 L : ; :

am and a Hamamatsu R632photomultigﬁergttqg®/m for _ We fit the combined data to a decaylng exponential plus a
the lifetime measurement at 851 nm. An Andover 851 nmlmear background. We use the function
(10 nm FWHM passbandilter in front of the PMT reduces N=Aexp-t/7)+b+mt, (1)
spurious photon counts from 718 nm, 817 nm, 744 nm, and _ . _ )
background room light. A second 1:1 imaging sysi@#8.9) whereris the_ lifetime of the 8 level, A is the amplltuqle of
directs fluorescence from the decay of the [Bvels to the the exponential decay a0, andb andm descrlbe_a I.|near
ground level at 423 nm and 433 nsee Fig. 2 onto an background. We start the fits 25 ns after the excitation laser
Amperex XP2020\Q PMT. The photon counfing electronicstUM off to avoid contaminating fits with spurious background
are similar to those used for counting the 851 nm photon rom the imperfect turn qﬁ of the_ repumper, depumper, and
though we use a different MCA for thepgifetime measure- excitation Ia§erzs. The fitting function describes the da_ta well,
ments. We collect the data for the 8fetime measurements @nd we obtairy; =1.00+0.02 over several data sets. Figure 7
in parallel with the 8 lifetime data. We keep the rate of shows data from thelifetime measurement for a 200 ns

photon counts low to prevent double pulse events and redudgcitation, a fit to the data minus the background, and the
dead-time systematic effects in the electronics normalized residuals for the fit. We find a linear background

The two Gsanger LM0202 EOMs produce large voItageWith a slope of 2 counts per 1000 channels for 1000 seconds

spikes and associated radio-frequeridy noise when they of counting: While the linear background is small, it influ-
chop the 744 nm excitation laser. The rf broadcast from th&NCces the fits. The background comes from slow turn off of
EOMs is quite large and can have a significant effect on thén€ rap laser with a high efficiency single-pass AOM. The

detection pulse electronics. We reduce the influence of thi@p laser is focused to a line instead of a point as it passes

EOMs to negligible levels by placing them and their associt rough the AOM for higher diffraction efficiency but slower

ated drivers in an adjoining room and installing them insidetUrn Off ime. The trapping laseat 718 nm is the strongest,
a metal mesh cage. and despite the interference filter, some of the trapping light

reaches the PMT.
IIl. LIFETIME OF THE 9 sLEVEL A. Systematic errors

FIG. 7. Decay curve of the S, level with fit residuals. The
upper plot displaysa) the original arrival time histogram data, and

We accumulate data for periods of about 1000 seconds We have studied the contribution of several sources of
with atoms in the trap and the probe laser on resonance. Theystematic errors which can influence the IBetime mea-
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TABLE I. Error budget for the 8 lifetime measurement. . Dipole Matrix o
Experiment Calculations Semiempirical
Error 93y, (%) “ | og

109 1r 1 ‘v -
Statistical £0.72 2. 11 oc 1
Time calibration <+0.01 2 o 1o of
TAC/MCA nonlinearity +0.04 2 107 { 1rF °b
Quantum beats <+0.2 & 109 1L 1w+ @e
Trap displacement frorfPRb tests <+0.38 /
Total +0.84%

FIG. 8. Comparison of the measure&,8 level lifetime with
theoretical predictions from radial matrix elemeri® [16], (b)
surement. We have quantified the contribution of the TAC[17], (c) [18], and semiempirical calculatiors) [20], (e) [21], (f)
and MCA nonlinearity, pulse pileup, truncation error, and[22]. This figure corrects some numbers from Fig. 4 of a previous
quantum beats. article [14].

(@) TAC and MCA nonlinearityWe calibrate the tim-
ing of the pulse detection by sending a series of start anghtions for the expected quantum beat sigiil,13 to put an
stop pulses of known delays from the DG535 pulse generagpper limit of +0.2% in the error budget.
tors to the TAC, and record the resulting spectrum on the (e) Other systematic effect¥he density of the atoms
MCA. We determine the linear time calibration of the TAC j, the trap is low(~10°/cm?). In this regime, effects such as
and MCA with an uncertainty pf +0.005%. The time scale radiation trapping, superfluorescence, and quenching due to
has a small nonlinearity, which adds an uncertainty Ofcqjjisions do not alter the measured lifetime. We have carried
+0.04% to the lifetime of the fitted data. We measure they; with the same apparatus measurements of the lifetime of
uniformity of the height scale of the TAC and MCA by tak- {he % level of 3Rb [6] and found a systematic error in the
ing data with no atoms and no lasers, with room light pro-jifetime due to a displacement of the trap center. We observe
viding a source of random photons. We find a deviation fromya¢ an imbalance of the trap laser beams due to attenuation
flat of 0.09% over 1000 channels. The nonuniformity affectsyf the retroreflected trapping beams displaces the trap center
the fitted lifetime by less than 0.01%. by one trap diametef~0.2 mm) and affects the measured
(b) Pulse pileup correctionFor a given cycle the TAC  itetime by +0.38%. This systematic error is below the sta-

can only register one photon. A correction to the raw dalgjgtical resolution of the § measurement if:%r, but we
accounts for the preferential counting of early eveg®is If include it in the error budget.

N; is the number of counts in MCA channiglandng is the
total number of excitation cycles, thé{j the corrected num-
ber of counts in channélis given by B. Summary of measurement

Table | contains the error budget for the lifetime measure-

N/ = N, . (2)  ments. The measurement is dominated by the statistical error
1- 1 and to a lesser extent by the trap displacement error. Com-
ne>, N bining the uncertainties in quadrature gives a total uncer-

j<i tainty of +0.84%. We obtain a lifetime of 107.53+0.90 ns

for the % level of X%,
Low count rates, less than one count every 400 cycles, keep

this correction small. The correction alters the fitted lifetime
of our combined data by less than 0.01%. C. Comparison with theory

(0 Truncation error We find a variation in the fitted  Figyre 8 compares our lifetime measurement results with
lifetime depending on the beginning and ending of the dataneqretical predictions. TheSp,, level can decay to thePy,
range we use for the fitting. The truncation error is the stanyq &, levels(J=1/2,3/2. We use the appropriate reduced
dard deviation of the lifetime for different starting and end- ., yial matrix elements frorab initio MBPT theory[16,17,

ing points of the fit. We conclude that varying the start and,, 5 one-active electron potentifl8] using our measured
end points of the data set does not lead to statistically Sigénergies[lg] to carry out the calculation of the lifetinfa3].

nificant Changes in the fitted lifetime. Fits of artificial data The figure also shows semiempirical calculations of the life-
from a Monte Carlo simulation of exponential counts on agme [20-22.

linear background show comparable variations that are not T jifetime 7 of an excited staté) is determined by its

statistically significant. individual decay rates,_:, to other state§) b
(d) Quantum beatsWe have searched for quantum y Sty %) by
beats in the fluorescence decay signal but have not observed 1 D 1
any. Since we operate in a MOT, we cannot turn off the :i‘ ; 71_—»1 3)

magnetic field fast enough for the measurements. Instead, we
measure the lifetime as a function of the magnetic gradienfThe decay rates;_,; are related to the reduced matrix ele-
but find no significant trend. We also adapt previous calcument between statep and|j) by
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where wj; is the transition frequency in radians/s,s the
speed of light« is the fine structure constar, andJ; are
the respective angular momenta of stafiesand |j), and

(Ji[Irll9;) is the reduced matrix element of the decay channel.
The calculations from the radial matrix elements make

predictions within our experimental uncertainty. Taie ini-
tio calculations of Safronovat al. [16], and Dzubaet al.

PHYSICAL REVIEW A 70, 042504(2004

level, 2 to the ®5, level, and 3 to the B,,, level.

An 8p level (either &3, or 8P,,,) is populated through
the decay of the §,/, level. Atoms in the &, level are gen-
erated at a rate of,_,;/ -, per atom in the 9, level, where
v1_.i is the branching ratio of theSy,, level to the &; level.
Atoms in the &, level are depleted at a rate qu per atom,
wherer; is the lifetime of the ®&; level. The rate equation for
the population in the B; level is given by

d 1 i

priciaiae yi—l'pl,
wherep; andp; are the atomic populations in th&g, and
8P; levels, respectively. The solution to this differential

equation is
pi(t) = A exp(—t/my) + B; exp(—t/7), (6)

wherer;=107.53+£0.90 ns is the lifetime of thes®&vel, and

A, andB; are the amplitudes at0 of the exponential decays
with time constantsr; and 7, respectively. If the atomic
populations reach a steady state during the excitation, and
the excitation is turned off &t=0, then

©)

7i 7i 7i

1

A= N1Y1is Bi:( )lel—»i- (7)

=T =T

whereN; is the number of atoms in thes%evel att=0.

B. Fitting procedure

In practice, despite the use of interference filters, the pho-
tons from the decay of theR,, and &, levels cannot be

[17] are impressive given the complexity of the atom wherecompletely isolated from one another. Inevitably, photon
large correlation contributions add with opposite sign. Thecounts recorded with the 420 nm filter include a small frac-
prediction of Marinesctet al. [18] is also very good and tion of counts due to 433 nm photons. Similarly, the data
serves as a quantitative test for their work on van der Wallsaken with the 436 nm interference are contaminated by

coefficients for francium. counts due to 423 nm photons.
The contamination photons must be accounted for to cor-

rectly extract the Bz, and &y, lifetimes from the data.
More specifically, the fitting function must include the de-
cays of both levels. Since the photon emission rate is equal
to the atom loss ratp;/ 7;, the PMT registersiNsy;r photon

use a 420 nm filte(10 nm FWHM passband, Andoyeor a  counts in an infinitesimal timdt according to the following
436 nm filter(5 nm FWHM passband, Andovein front of ~ equation:
the PMT to select primarily photons from the decay of thedeMT(t)

8P, level or the &), level, respectively. Figure 9 shows
the different recorded decays with the 420 nm and 436 nm = {Bl¥2_.7sT(\2) 75 Po(t) + ¥a_.7sT(\3) 73 Pa(t)] + b}dt,
(8)

filters. The variation in the decay of the fluorescence with the
two filters indicates a significant difference in the lifetimes of
the 8P5, and &, levels. The method we employ for mea- Where g is the probability to detect an emitted photon, and
suring the ®,(J=1/2,3/2 lifetimes of francium is similar ~ ¥2—7s and ys_7s are the branching ratios to the fevel of
to that used in cesium for theDg,, level [10] and in ytter-  the 83, and &, levels, respectivelyT(\) is the transmis-
bium [23]. sion of the filter in use as a function of the wavelengttand
p,(t) and ps(t) are given by Eq(6).
From the data we hawipyr(t) from which we must ex-
tract the parameters of the functiopst) for i=2,3. We con-
The extraction of the B, and &, lifetimes differs sig-  struct the fitting function by absorbing all constants and co-
nificantly from that of the 8 lifetime and follows a different efficients into the exponential amplitudes. According to Eq.
decay model. The recorded fluorescence decay at 423 n(8) the data recorded d¥py7(t) over a time intervabst (bin

and 433 nm depends on the lifetimes of both tedée®el and  size of MCA histogramis described by the following fitting
the relevant § level. For conciseness, 1 refers to the 9 function for t<r,n

IV. LIFETIMES OF THE 8 p LEVELS

We follow the experimental method used for thelével
to measure the lifetimes of thePglevels(J=1/2,3/2. We

A. Decay model

042504-5
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Npmt(t) = CoP4(t) + C5P4(t) + b, (9) excitation fitting function is continuous with the decay func-

) ) tion of Eq. (10), and its parameters for theP§, and &,
whereC, andC; are the respective amplitudes of the decay§gye|s are determined by fitting the excitation data taken with
through the &5, and &, levels, given byP5(t) andPs(t)  the 420 nm and 436 nm filters, respectively. The exact form
which we define ast=0) of the fitting function is unimportant so long as it describes

= (AR, _ it the excitation data well, since it is only necessary for deter-
Pi() = (A/B)exp(~Umy) + exp(=Um). (10 mining the area under the curve. We fit the broadband filter
In practice, due to the use of the interference filters, wedata with Eq(9) and the piecewise extended versiorPgt),
take data such that the number of counts due to one of thisut with only C,, C;, andb as free parameters of the fit,
two 8p levels is much larger, denotec|, than the other, while keepingA,/B,, 7,,As/ B3, 73, and the excitation param-
denotedi =s. The interference filters guarantee tlige>C,.  eters constant at their previously determined values
In such data, the signal-to-noise is not sufficient to extractinitial estimates In this manner, we obtain
Ci, A/By, 7, Cg, As/Bg, 7, and b simultaneously and reli- [[C,P,(t)dt]/[[CPst)dt], from which we extract
ably. We resolve this difficulty by treating the smaller term, (v, .79/ (1 _.s¥s.79)-
CsP4(t), as a perturbation: If we estima@Pg(t) from other (b) Alternatively, we use a second method to deter-
data, then we can extract the parameters of the t€R)(t), mine (v, %79/ (71_sYs.7¢ from the ratio of the average
much more precisely from a fit to the data. The method rephoton count rates obtained with the two interference filters
duces the fitting function given by E(P) from seven param- under similar experimental conditions. By taking into ac-
eters to four independent parameters. count the transmission of the interference filters with Eq.
We determine the smaller ternGP(t), in a two step  (12), we find (y;_1%_79/(71_.s¥s.79. The contamination
process(1) We extract an initial estimate of the functional due to unwanted photons is small and does not affect the
form of Pi(t), given byA;/B; and the lifetimer;, from fits to  ratio significantly. This second approach is limited primarily
data in which the counts due to the;8evel dominate those by variations in the laser power and trap population over the
from the other level; we do this for both level®) We esti-  course of the measurement.
mate the relative strength @P4(t) by measuring the ratio The combined result with both approaches gives the ratio
of total 8P, photons counts to totalg photon counts, which  (y;_>v>_.79/(v1_3v3_7J =4.7+1.3. Theoretical predictions
obeys the following relation: based on electric dipole matrix elements are in agreement
with this measurement: The dipole matrix elements of Sa-
C,P,(t)dt fronovaet al. [16] give a ratio of 3.45, while those of Dzuba
(11) et al. [24] give a ratio of 4.60. When only fitting the data
which is collected after the excitation laser is turned off, then
CsPy(t)dt a correction to this ratio is obtained by calculating the inte-
grals in Eqg.(11) over only the corresponding time range of
the data. Equationd 1) and(12) can be used thus to extract
T nihs (12)  an estimate foC;/Cs and consequently fix th€sPy(t) term

_T()\s) Y1-sYs-7s in Eq. (9). N o
where the integrals are taken from the start of the excitation. The.proc'e dure for determini@,Py(t) is inherently recur-
untl  the effective end of the decay. If sive, since it requires knowledge of the parameterB ),
TOW/TOND, (Y1_1¥79! (V1s¥Vs 70, Py(D), and Py(t) are which we are trying to determine. The method functions and
I — — —S/S— 1 1 S

known thenC,/C, can be estimated with Eqel1) and(12). converges to stable parameter values, because the initial

The data taken witlC, > C, can then be fitted again with the knpwledge of the parameters obta_ine(_j in step 1 is already
fitting function of Eq.(9), but with A/B,, 7, C,, andb as quite accurate, due to the high extinction of unwanted pho-

free parameters an/B,, =, andC,/C; held constant. tons by the interference filters. We iterate through the proce-

We measurél(\) of the interference filters at normal in- dure twice in order to verify that our uncertainty in

cidence with a CARY 1 UV-Visible spectrometer. For the (V117179 (Y1-s%s7¢) IS limited by the statistics of the
420 nm filter, we findT(423 nm/T(433 nﬁ)=242+é7 For broadband filter data. We define thentamination shiftd;
the 436 mln filter, we obtainT(433 nrr)/T(4_123.nn) of a lifetime 7 to be the difference in lifetimes obtained by

_ T : including the\s photons and neglecting them in the fits of
_184i5.’5' The error on these two ratios Is c_;lommated by th%he data. For our data, the contamination shifts are less than
uncertainty in determining the interference filter performance[he statistical errors on the lifetimes

when used in the imaging system. We determine
(Y1-1%-79/(71.5¥s .79 USing two methods: o

(@ We determine (y;_1y1.79/(y1 .s¥s.7d With a C. 8P, lifetime
broadband filter which has a similar transmission at both 423 We accumulate By, lifetime data for periods of 1000
nm and 433 nniT(423 nm/T(433 nm=1.16+0.03. Inthis  seconds with about fGtoms in the trap, the probe laser on
case, we have data wit@,~ C,. In order to use Eqg1l) resonance, and with a 420 nm interference filter in the imag-
and(12), we must perform the integrals from the start of theing system which directs the fluorescence onto the PMT. We
excitation to the end of the decay. We extd?t) defined in  repeat the counting measurement without atoms and obtain a
Eq. (10) to include piecewise the excitation empirically: the flat background. The sloping background present in the 9

(Total counts due ta, photong f
(Total counts due ta photong f
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FIG. 10. Decay curve of theR,, level with fit residuals(a)
Binned data taken with a 420 nm interference filtgn Binned
counts minus the background. The line is a fit of the data includin
the expected contamination fronPP§, photons. The lower plot

shows the residuals of the fit divided by the statistical uncertainty of
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(b) Pulse pileup correctionWe keep this correction
small by maintaining count rates of about one event every 50
cycles. The correction to the data provided by &j.affects
the fitted lifetime of our data by less than 0.07%.

(c) Truncation error We find that varying the start and
end points of the data set does not lead to statistically sig-
nificant changes in the fitted lifetime.

(d) Quantum beatsWe populate the energy eigen-
states of the B levels incoherently from the decay of the 9
level through the spontaneous emission of a photon. The loss
of coherence between energy eigenstates during spontaneous
emission eliminates the possibility of quantum beats in the
decay of the B levels. The error due to variations in the
filling rate of the &5, level from quantum beats in the decay
of the S level are automatically included in the Bayesian
error (see below due to uncertainty in thesQifetime.

(e) Contamination shiftWe find a contamination shift
of 67,=-0.10£0.04 ns. The shift is much smaller than the
statistical error onr,.

(f) Bayesian error Since we do not extract thes @ife-
time, 7, from fits of the § data, the uncertainty in, affects
the precision with whichr, can be extracted in a fit of the
data. This source of uncertainty is Bayesian, since it is con-
ditioned on our knowledge of;. 7, and 7, are not indepen-
dent variables. The probability that th@$, lifetime is given

Sy 7 is

P(Té):f P(Ti,Té)dTi:f P(75|m)P(r)d7;

each point.

lifetime measurement is not detectable, since the difference 1 o 1(r-m)?
in wavelengths is larger than before by almost a factor of =T P(3 T)exp| - 2 dr,
WO V2moy 2 o]

Since the $,,, and &5, populations do not have time to

stabilize before the excitation is turned off, we cannot use th

exponential amplitudes given in Ed7). However, the

atomic populations are close to steady state, and so we u%

the amplitudes of Eq(7) as starting parameters for the fit.
We fit the data(see Fig. 19 with the procedure outlined in
the previous sectiofSec. IV B) and obtainX§:O.96.
1. Systematic errors
Since we measure theP§,, lifetime with the same tech-

(13

Svhere 71=107.53 ns andr;=0.90 ns is theuncertainty in

. We determine the uncertainty iy due to the uncer-
nty in 7, P(7,|7}), by fitting the data with several val-
ues of ;. We find from the fits that the dependence %f
on 7; is given to lowest order over the rangé=7,+30;
by the following linear relation:

(1) = T+ almy— 7)), (14)

nique as the 9,, lifetime, the two measurements have manywhere 7,=107.53 ns andr,=83.5 ns, and epirically for
sources of systematic errors in common. However, the difour data we finda=-1.34. Thefitting error in 7, varies
ferences in fitting procedure also introduce new sources afiegligibly, so that we can describB(7,|r) with the
systematic errors. We take into account the following sys-Gaussian probability distribution

tematic errors in our error budget of th&g, lifetime.
(@) TAC and MCA nonlinearityWe calibrate the tim-

ing of the &5, pulse detection apparatus in the same man- V270,

17— w;)]?)
p(z ) 9

1
P(ry|7) = ———ex

ner as the for 9;,, measurement. While the technique is the

same, the apparatus is physically distinct, and consequentiith (1) given by Eqg.(14). The probability of having
shows some difference in performance. We measure the lidifetimes 7 and 75, P(7;, 1), is plotted in Fig. 11. Upon in-
ear time calibration of the TAC and MCA with an uncer- tegrating Eq(13), we find that the Bayesian error is given by
tainty of £0.02%. The time scale has a nonlinearity, whichao;=+1.20 ns andadds in quadrature withr,, the statis-
adds an uncertainty of +0.13% to the lifetime of the fittedtical error onr, obtained from the fit.

data. We find that the height scale of the TAC and MCA (g) Other systematic effect$he density of the atoms
taken together varies by roughly 1% over 1000 channelsn the trap is lom(~10°/cm®). In this regime, effects such as

This nonuniformity in the height scale influences the fittedradiation trapping, superfluorescence, and quenching due to

lifetime by less than 0.13%. collisions do not alter the measured lifetime.
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FIG. 12. Comparison of the measureB;® level lifetime with
theoretical predictions from radial matrix elemerg® [16], (b)
[17], and semiempirical calculatiorgs) [20], (d) [21], (e) [22].

D. 8Py, lifetime

times, r; and 7,. The percentages indicate boundaries of the 68.3% 1. Data and fits

and 95.4% confidence level regions fr;, 7,). Note that the prin-

We measure theR,, lifetime following the procedure of

cipal axes of the Gaussian distribution do not coincide with thethe gp,,, lifetime measurement. We accumulat®, life-

linear relation forz,(77) of Eq. (14).

2. Summary of measurement

time data with a 436 nm interference filter in the imaging
system. Figure 13 shows an example of the data. We fit the
data with the procedure used for thB43 lifetime and out-

. . . 2_

Table I contains the error budget for the lifetime mea-lined in Sec. IV'B, and obtairy,=1.01+0.06 over wo data
surements. The Bayesian error and to a lesser extent the s8tS: The 436 nm filter has a transmission of 10% at B, 8
tistics dominate the uncertainty in the measurement. Collecfd€cay wavelength of 433 nm, and consequently the photon
ing photon counts for longer periods will not significantly COUNt rate is much lower than with the 420 nm filter. We
reduce the error on thePg,, lifetime, unless it leads to a Ncrease the transmission of the 433 nm filter by tilting it
reduced error on thesdifetime. Combining the uncertainties roughly 15°. While the tilt has the effect of sliding the band-
in quadrature gives a total uncertainty of +1.8%. We obtain £3SS of the filter to the blue and increasing the transmission

lifetime of 83.5+1.5 ns for the By, level of francium.

3. Comparison with theory

Figure 12 compares thePg,, lifetime measurement with
ab initio and semiempirical theoretical predictions. TH&8
level decays to the 3 7s, and @&l levels. The matrix ele-
ments to these levels must be properly evaluated to predict
the lifetime with Eqs(3) and(4). The ab initio calculations
of radial matrix elements of Safronoed al. [16] and Dzuba
et al.[24] agree with the measured lifetime to better than one
standard deviation. The agreement between theory and ex-
periment provides confidence in the calculated values at 1000
large electronic radius of theR8,, wave function. The agree-
ment also gives confidence in the accuracy of the wave func-
tions of the & and & levels, the main decay channels of the

8P5, level.

TABLE Il. Error budget for the 85, lifetime measurement.

Error 8Pz, (%)
Statistical +1.05
Bayesian +1.44
TAC/MCA calibration <£0.02
TAC/MCA nonlinearity +0.13
TAC/MCA nonuniformity +0.13
Contamination shift error +0.05
Total +1.8%

at 433 nm, it also increases the transmission at 423 nm. In
practice, the transmission at 423 nm is sufficiently large that
the amplitude of the unwantedP§;, counts must be included
explicitly in a fit to the data. For the data taken with the tilted
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FIG. 13. Decay curve of theR8,, level with fit residuals(a)
Binned data taken with 436 nm interference filt). Binned counts
minus the background. The line is a fit of the data including the
expected contamination fronP8,, photons. The lower plot shows
the residuals of the fit divided by the statistical uncertainty of each
point.
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TABLE IlIl. Error budget for the &4, lifetime measurement.
Error 8P4, (%)

Statistical +2.30

- Bayesian +0.44

g TAC/MCA calibration <+0.04
TAC/MCA nonlinearity +0.07
TAC/MCA nonuniformity +0.23
Contamination shift errofuntilted data only +0.6
Total +2.4%

5 2 DT IO small by maintaining low count rates of about one event

§ 01— &,%::%:.—‘?4—.& —’.—“3'..,—“.3“7: every 400 cycles. The correction to the data given by(Eq.

2 2 ___”_’;‘_a_.’_‘,_~_~_°,’_ affects the fitted lifetime of our data by less than 0.14%.

(c) Contamination shift For the data taken with an
untilted 436 nm filter, we find an average contamination shift
of §73=+1.65+0.90 ns. The shift is smaller than the statis-

FIG. 14. Decay curve of thef,, level with fit residuals. (ay  tic@l error onzs. There is no contamination shift for the data
Binned data taken with a tilted 436 nm interference filt) taken with the tilted 436 nm filter, since the the amplitude of
Binned counts minus the background. The line is a fit of the datath€ unwanted 423 nm counts is obtained directly from the
The lower plot shows the residuals of the fit divided by the statis-fits.
tical uncertainty of each point. (d) Bayesian errorWe deriver; from fits in which we
user;=107.53+0.90 ns and,=83.5+ 1.5 ns as fixed param-
eters. We must account for how the uncertainties,iand 7,
influence the uncertainty in,. We follow the method devel-
oped earlier for the Bayesian error an due to ;. The
generalization of the method to two parameters must include
A4/By), the &, lifetime 75, and the backgrount to opti- the fact thatr; and =, are not independent parameters. The

mize the fit. Figure 14 shows data taken with a tilted 436 nnproblem' is S,imp”ﬁ?d considerably by the s_ymmetry of the
filter and the corresponding fit. While tilting the filter in- Probability distributionP(r;, ,), represented in Fig. 11. We
creases the counting rate, the additional counts from 423 nfote that in a coordinate systelxy,x,) rotated to match the
photons significantly limit the precision with whichj can be ~ Major and minor axes d?(y, 7,), the probabilistic variables
extracted from the data. We obtain a comparable uncertaint§. @ndx, are independent. The probability of obtainirgas

on 73 with the tilted filter as we do with a nontilted filter. the lifetime of the &), level is given by

With this method, we obtaig?=0.99+0.02 over several data

sets. P(7}) = f P(7q, 75, 75)d7d 7, =f P(x1,X5, 73)dx;dx;

[ 200 400 600 800 1000

time (ns)

436 nm filter, we use Eq9) for the fit, which is equivalent
to fitting to three exponential decays. We usg
=107.53 ns,»,=83.5 ns, andA,/B, as fixed parameters,
while varying the exponential amplitude€C,, C;, and

2. Systematic errors

—_ ! ! ’ ! ’ ’ !’
Since we measure thePg, lifetime with the same tech- B f P(73)x1,%) P(x1, x) g e

nique as the By, lifetime, the two measurements have the

same sources of systematic errors. We do not find a trunca- _ / Ny’ , N !

tion error in our fits, the measurement is not subject to quan- _f P(T3|X1)P(X1)dxlf P(rbPORIdg,  (16)

tum beats, and the density of atoms in the trap is too low for .

effects such as trapping, superfluorescence, and quenchiMY}j"ere_ we have used the fact that the Jacobian of the change
due to collisions to affect the measured lifetime. We includeCf variable (r1,7,) —(x;,X,) is unity, since a rotation con-
the following systematic errors in our error budget of theServes surface area. We determiftie;|x,) andP(7;|x,) em-
8P, lifetime. pirically by fitting the 8P4, data with different values of;

(@ TAC and MCA nonlinearityWWe measure the linear andx,. The tilted and untilted interference filter data are fit
time calibration of the TAC and MCA with an uncertainty of Simultaneously with a globaj? which is the sum of the
+0.04%. The time scale has a nonlinearity, which adds adndividual x? for each data set. Each data set is fit with the
uncertainty of +0.065% to the lifetime of the fitted data. We appropriate fitting function, but with; as a shared free pa-
find that the height scale of the TAC and MCA taken togetherameter, while the exponential amplitudes remain indepen-
varies by roughly 1% over 1000 channels. This nonunifor-dent. The statistical error on varies negligibly for fits over
mity in the height scale influences the fitted lifetime by lessthe ranges of -&, <x; < +20y and —r, <X,=< +20y, SO
than 0.23%. that we can consider it constam(73|x;) and P(73|x,) are

(b) Pulse pileup correctionWe keep this correction both Gaussian in nature, and consequently all errors add in

042504-9
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Experiment Dipole Matrix Somiempiical calculation of radial matrix elements of Safronaataal. [16]
154 1T T~< agrees well with the measured lifetime to better than the
150} ] experimental error. The matrix elements of Dzubal. [24]
L5 va 140 od | predict the measured lifetime to within -2:5
=146 120 J
= / ae V. CONCLUSION
& 1 1o} ]
142 ob /100 =¢ ] The measurements of thes,98P5,, and &, lifetimes
i show good agreement with the theoretical predictions based

on ab initio MBPT calculations of the radial matrix elements
involved in the radiative decay of the three levels. In the case
of the % and &5, levels, the agreement demonstrates the
accuracy of these calculations, and provides a basis for con-
fidence in the wavefunctions calculated by Safroneval.
quadrature. We find that the uncertainty #§ due to the [16] and Dzubaet al. [24] at large electronic radii. For the
uncertainty inx; is 0.65 ns, and the uncertainty g due to 8P, ,, levels the agreement between theory and experiment is
the uncertainty irx, is 0.13 ns. The total Bayesian error on not within the experimental error, and so our numbers pro-

FIG. 15. Comparison of the measureB;® level lifetime with
theoretical predictions from radial matrix elemerig [16], (b)
[24], and semiempirical calculatiorgs) [20], (d) [21], (e) [22].

73 due to uncertainties im and 7, is 0.66 ns. vide a chalenge to the calculations involved in the decay of
the 84/, level. The accuracy of the measurement of the life-
3. Summary of measurement time of the % level is better than a percent, while for thp 8

Table 11l contains the combined error budget for the life- 1€vels the accuracy is around 2%. The generally good agree-
time measurements obtained with both the tilted and untiltednent between measurement and theory provides further con-
interference filter. The statistics dominate the uncertainty ofidence that an atomic parity nonconservation measurement
the measurement. Adding the uncertainties in quadratur§h0U|d allow for the accurate extraction of standard model
gives a total uncertainty of +2.4%. We obtain a lifetime of Parameters.
149.3+3.5 ns for the By, level of francium.
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