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Wavelength-dependent ac Stark shift of the'Sy-*P; transition at 657 nm in Ca
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We have measured the ac Stark shift of tis2'&,—4s4p °P, line in “°Ca for perturbing laser wavelengths
between 780 nm and 1064 nm with a time domain Ramsey-Bordé atom interferometer. We found a zero
crossing of the shift for thens=0-mp=0 transition andr polarized perturbation at 8042 nm. The data
was analyzed by a model deriving the energy shift from known transition wavelengths and strengths. To fit our
data, we adjusted the Einstef coefficients of the €3d °D—4s4p 3P and 45s3S—4s4p °P fine structure
multiplets. With these we can predict vanishing ac Stark shifts for€jen=0—P, m=1 transition ando™
light at 98312) nm and at 735.&0) nm for the transition to théP0 level.
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I. INTRODUCTION tion theory asU;(w,p,m) =—a;(w,p,m)!/2¢,c with the in-
duced polarizability;. We calculated the latter by summing

In the international system of unitSl) the realization of ghe contributions from all dipole transitions from the desired

the Sl second by the ground state hyperfine transition in C : . . . : -
yields the by far best realization of all SI units. NeverthelessStageétfnlsgﬁlsszxztsiitgﬁ :gtsep%:tlleEEIn;éi,?qgﬁereﬁ\?::ﬁ%
some optical frequency standards based on single ion tra[ggnpd transition frequencies, = .(/2 %10] '
[1,2] or cold neutral atom cloudg3,4] are about to exceed q O = Wikl 2T '

the best microwave clocks in stability and accuracy. Due to 3 Ai23,+1) (3 1 J \?
the improved capabilities of frequency transfer with fs- @; = 6mC 602 ‘w;(wg —)\m p -m' /) (1)
combs|[5,6] these standards can be evaluated more easily. km' kK !

Thus fast progress can be expected. Recently, Katori anglhe expression in large parentheses denotes) aygnbol
co-workers proposed and started to explore a so-called “0R11). |t describes the selection rules and relative strengths of
tical lattice clock”[7-9]. It combines the advantages of ion the transitions depending on the involved angular momenta
and neutral atom frequency standards by using large particlg theijr projectionsm, and the polarizatiom. The transition
numbers and a confining optical potential, which allows longfrequencies and,; coefficients were taken from the compre-
interrogation times and eliminates the Doppler effect and repensjive data collection of Kurucpl?]. Data from other
lated uncertainty contributions. The wavelength and polargoyrces, both, theoretical[15-1§ and experimental
ization of the optical trapping field are tailored such that bothy13 14,19, 2B will be discussed in Sec. IV. Additionally, the
levels of the clock transition have the same Stark shiftihfyence of the continuum and highly excited states was

Hence, the transition energy can be observed without pertugnnroximated by using hydrogen wave functig26] similar
bations by the trapping field. The exact parameters must bg, the method of von Oppefi21,232.

determined experimentally with high accuracy to meet the A simplified level scheme is shown in Fig. 1. In Fig. 2 the
requirements of a lattice clock, since up to now calculationgynction U;(w,p,m) is depicted for different polarizations,

do not reach the necessary precision. Zeeman levels, selected levels and wavelengths. One ob-
In this paper we present measurements of the Stark shift

of the *°Ca 45 'S,~4s4p P, transition to determine wave-

lengths leading to vanishing frequency shift of the intercom- 454d°D mmm— ﬁas
bination line. Our data is analyzed by fitting appropriate os- 612 nm
cillator strengths to match measured and calculated Stark 453d°D
shifts. The transition probabilities determined in this way are 4s4p'P 443 nm e
compared to known values, which is especially of interest in . -
cases where only theoretical results are available. orm\ “2upling i
4s4p°P
Il. THEORETICAL DESCRIPTION ,/ interferometer
48?'s

The energy shiftU;(w,p,m;) of an atomic staté with

energyE; and Zeeman levety, which is induced by a per- FIG. 1. (Color onling Simplified level scheme of the lowest
turbing laser field with frequency=w/2, polarizationp, levels in*°Ca and couplings by the perturbation laser. The energies
and irradiancd can be expressed in second-order perturbaare not to scale.

1050-2947/2004/1@)/0234146)/$22.50 70023414-1 ©2004 The American Physical Society



DEGENHARDT et al.

T . . . -
"‘ﬁ
X‘
-5F 4P T o q
X6 LT o = TqreE® e
— ! - - - oz """ .=
. —~ _03-* e
5-10"'! T LG .
‘{‘o %? a2 °/+/+/,/'/
S [y ST — 18 m=0
S8l T e m et mest o
K o/ 1 m=-1c, m=+1¢c
) ,'/’ & -x-x%; m=0ct m=1n
-20h S —— %P, m=1ctm=+0o
B 3
o - — % m=0x
3 -0-03P) m=0
Ox 0
500 600 700 800 900 1000 1100 1200

FIG. 2. ac Stark shift for a laser irradiance of 1 W/fnSome

A (nm)
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that wavelength. For the prediction of the “magic wave-
lengths,” the 1.9um transition is of special interest, as its
transition wavelength is the only one larger than the “magic
wavelengths.” Thus, only this line introduces negative con-
tributions toa;(w,p,m;) in Eq. (1). Therefore, its transition
strength has, together with the 612 nm transition, a crucial
influence on the slope of the curves in Fig. 2. The “magic
wavelengths,” depicted by circles in Fig. 2, are sensitively
influenced by the counterplay of both coefficients. The
position of the crossings depends also on the ac Stark shift of
the 'S, level, which is dominated by the 423 nhg,-'P,
transition. But its Einstein coefficient is well known from
photoassociation spectroscof®4] and the shift of thelsb
level is therefore well known in this wavelength region. Un-

fortunately, the published Einstein coefficients of the i

combinations of Zeeman levels and polarizations show the saméne differ up to a factor of 3see Table)l
shift. The poles at 612 nm in two curves of tfe; manifold and
the 3PO curve are due to coupling to thes3s 33 level. Circles de-

note points of vanishing frequency shift of the intercombination

line, so-called “magic wavelengths.”

serves that at the so called “magic wavelend®i’ (for ap-
propriate polarization of the perturbing figlthe shifts of

Ill. EXPERIMENT
To determine the light-induced shift of tH&-*P; inter-

combination line in**Ca one has to compare its transition

frequency in presence of the perturbing laser field to the
frequency in the nonperturbed case. We measured the transi-

4s*'S) and 44p °P, states are the same and thus no fre-tion frequency on a sample of laser-cooled atoms in a
quency shift of the intercombination line is observed. Thismagneto-optical trapMOT) by time-domain Ramsey-Bordé

occurs foro polarized light and then,=0 Zeeman sublevel

atom interferometry. The experimental setup as well as the

of the ®P; level around 800 nm, and at about 1000 nm foruse of atom interferometry for the realization of an optical

the mp=+1(-1) level ando™ (¢*) light. In the fermionic
isotope, the transitioﬁPo—l% is allowed due to hyperfine

frequency standard were described previoysiy,25-2T.
In the experiment, 10calcium atoms were loaded from a

level mixing. For this transition a “magic wavelength” exists thermal beam into a MOT and laser cooled within 20 ms to
about 3 mK on the strong 423 nm transition from the ground

The ac Stark shift of théP, and*P, levels is dominated ~state to the'P; level. The quadrupole field and laser beams

around 735 nm.

in the depicted wavelength interval by the Jufnh, 612 nm,

of the MOT were then switched off, a homogeneous mag-

and 443 nm transitions shown in Fig. 1. Due to a vanishingnetic bias field was applied to separate the Zeeman compo-
value of the 3 symbol in Eq.(1) some combinations of nents of the triplet state by 3.8 MHz each, and the intercom-

Zeeman levels and polarizations do not couple to 18g

bination line was interrogated by two counter-propagating

level by the 612 nm transition. For example, in the case ofaser pulse pairs during the expansion of the cold atomic

o~ polarization, them=-1 sublevel only couples to m=

cloud. The pulse separation within one pair was 2164

-2 sublevel, which is not present in tf§, level and thus the The light was generated by a diode laser in Littman configu-
energy-shiftU;(w, p,m) for this combination has no pole at ration, which was locked by the Pound-Drever-Hall method

TABLE I. Determined EinsteirA coefficients(first two lineg and values from literature. The last column
indicates theoretical or experimental origin of data.

Reference A(4s3d *D—4s4p °P) A(4s5s 3S-4s4p °P) Origin

This worlé 8.6(25) X 10° st 8.78) x 10’ st Expt.

This work 7.84)x10° st 8.5(4) x 107 st Expt.
[12] 3.7x10° st 6.6x 10" st Theor./Expt.
[14] 8.6x10" st Expt.
[15] 9.2x10° st 8.3x10" st Theor.
[16] 9.1x10° st 8.1x 10" st Theor.
[17] 3X10° st 7.8x10" st Theor.
[18] 8.4(25 x 1P s71 8.69)x 10’ s! Theor.
[19] 8.6(13) x 10" st Expt.
[23] 7.06x10° st Expt.

“Fitted without static polarizabilitiea ascay atens

PFitted including static polarizabilities and one additional lisee text

023414-2



WAVELENGTH-DEPENDENT ac STARK SHIFT OF THE.

to a reference resonator. A linewidth of below 5 Hz and fre-
quency drift below 0.5 Hz/s were achieved. This laser
served as master laser, whereas for each direction of pulse
pairs, an injection-locked slave diode was used to increase
the power. The interrogation laser was stabilized to the cen-
tral fringe of the Ramsey-Bordé interference pattern

s(hp,mp) (10™*HZ/[W/m?)
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(FWHM: 1.16 kH2 by adjusting the frequency offset be- Lo -] b m—s e m=0r ]
tween laser and reference cavity with an acousto-optical 10" 2 _§ °— —182-3P:m=00 ]
modulator. To measure the frequency shift due to the perturb- r o« A---'8-%P m=+-10
ing laser, we interleave two stabilization schemes with and 00r . ]
without perturbing laser. The difference between the respec- 10 ) ) ) ) ) )

tive offset frequencies is the ac Stark shift of the inter- 750 800 850 900 950 1000 1050 1100
combination line. This method suppresses systematic errors, A(nm)

e.g., frequency shifts due to misalignment of the interferom- _ _ _
eter. FIG. 3. (Colo_r onll_ne Measured frequt_ency shift functlcm'n_ea-

To investigate the dependence on the wavelength of th@ure.OI as described |n.SeC. (Bympols). Lines are the peSt fit ac-
perturbation, radiation from different lasers was used. Nea?.o.rdmg to the model introduced in Sec. Il. For details about the
780 nm, we applied a diode laser with semiconductor ampli—Ittlng procedure see Sec. IV.
fier (P=300 mW at the atomic cloydA multimode fiber- ] ] ] . )
couple diode bar was used at 810 =900 mW. At 860, Monte Carlo simulation, leading to an additional correction
890, and 922 nm, a Ti:Sapphire laser delivered aroBnd depending on the actual conditions, but being always below
=250 mW, and for 1064 nm, a Nd:YAG laser was available10%. ) . .
(P=400 mW. The laser power was measured with The experimental setup required to have the perturbing
wavelength-insensitive thermal power meters, which werd€am propagating perpendicularly to the quantization axis
calibrated at 800 nm. given by the magnetic bias field. In this geometry, linearly

The radiusw (1/€? in irradiance of these perturbing laser Polarized light with its electric field vector parallel to the
beams was typically in the order of 1 mm, while the quantization axis is o_Iescnbed azspolarlzatlc_)n,_whlle Wlth
lo-radiusR of the atomic cloud at the end of the trapping 90° rotated polanzatl_on +one rgah;espolanzatmn, which
phase was about 0.4 mm. Under these conditions observé&@ P& decomposed intg-polarization. ,
shifts are in the order of 10 Hz. The size of the beam is a FOr thems=0—mp=0 transition andw-light we find an
compromise between high irradiance to achieve large fre€aSy 10 interpret situation, while for” two field components
quency shifts and a moderate spatial inhomogeneity of thBaVe to be considered simultaneously. For symmetry reasons
perturbation in the region of the atomic cloud. To take into®f the 3) symbol in Eq.(1), o”- and o”-light generate the

account the residual inhomogeneity of the irradiance profil@Me shifts on the=0 levels. Hence, the sum of these shifts

A e
of the laser beam, we averaged over the beam and trap giS-the same as for pure’- or o™-light.
g P9 Fluctuations of the bias field prevented the direct obser-

ometry. The laser beam was described as propagating in the ' s

x direction with constant radiiv, andw, and Gaussian pro- Vation of frequency shifts in the 10 Hz range of thg

file 1(y,2) in radial direction. The measured density of the = +1 Z€eman levels. Therefore, the spectroscopy laser was

atomic cloud was well described as three-dimensional®Cked t0 the crossover signal petween the transitions to the

Gaussian profilD(x,y,2) with R.=R,#R,. The observed +1 Zeeman components. For th|s purpose, the blas field was

frequency shiftAv is reduced to allow for overlapping Doppler profiles of both.
Zeeman levels. Nevertheless, the measurements showed in-

creased frequency noise. The measured frequency shifts for

o-polarized light determined in this way can be calculated as

the average of the shifts for the transitions to the=1 with

o*- ando™-light. From measurements of thg =1 crossover

with #-light no new information would be gained here, be-

cause the ac Stark shift is the same agiipr0 with o-light.

f dx dy dz éw,p,mp)l(y,2)D(X,Y,2)

Av=
J dx dy dz Ox,y,2)

= s(w, p,mp) 2P/[ (W5 + 4R)VAWS + 4R)YZ]. (2)

Here, we utilize the function IV. RESULTS AND DISCUSSION

_ _ The experiments described in the preceding section

S(@,p,Mp) = [ap(w,p,Mp) = ag(w,p,0J(2€h0),  (3) yielded the values of(\,p,mp) depicted in Fig. 3. The un-

which describes the frequency change of the intercombinacertainties are due to noise of the measured frequency shift,

tion line per unit irradiance of the perturbing field. uncertainty of the measured laser pow&0 mW), uncer-
Equation(2) describes well the functional dependence ontainty of the determination of the atomic cloud siReand

the geometrical quantities, as has been confirmed experimebeam radiusv (total contribution of 10% and possibly non-

tally. However, it does not take into account the geometry oboptimal overlap of laser beam and atomic cldd0%.

the spectroscopy and detection laser beams and the expan-To describe the observed ac Stark shifts and determine the

sion of the atomic cloud. All influences were modeled by a‘magic wavelength” by a physical meaningful interpolation
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' : ' ' g y mp and the polarization, the superscript indicates the angular
100k o ] momentumJ of the3PJ state. The uncertainty is one standard
e deviation of the distribution of values calculated from the
9.5} . artificial Monte Carlo data and parameter sets.
= Furthermore, the fitted parameters were cross checked by
5 O _ g g 7 calculating the tensor polarizability,ns of the *P; level and
= asl 3gg i the differenceA o, of the scalar polarizabilities of this and
& a8 Q\B thelsb state, from the expressions given by Angel and Sand-
$ sof ~ ers[28],
< 39
75k o combined ?r?fd/;tgf . 2menc (2] + 1)
Pl confidence Aseal= > —a o A (4)
limit ko o225+ 1)
7.0} -
2 4 6 8 10 12 14
3 3 5 1 4(ui(z‘]i ~ 1)
ACD-P) (10°s") Chons=
325 +3)(J + 1)(23+1)

FIG. 4. (Color onling Einstein coefficientsA(3D-3P) and A(®S
-3p) fitted to 2000 artificial data sets generated by a Monte Carlo XE (- ]_)Jk_Ji{
approach. Combined confidence limits for both parameters are k
shown in the graph.

1 1 2 (3mecd(2)c+ 1)Ak
Ji ‘]i ‘]k (1);}( !

The expression in curly brackets is @ §ymbol, analytical
expressions are tabulated in e.g., Héfl]. For both values

an uncertainty analysis as described above was performed.
We found Aag,=33(8) kHz/(kV/cm)? and  aens
=2.96) kHz/(kV/cm)?. Within the uncertainties, they agree
well with aen=2.62315) kHz/(kV/cm)? as measured by

case, but the absolute values Hfespecially formp=0, 7 Yanagimachi et al. [ZE] and the value Of agc
would have been poorly described. Thug612 nm) was - 29:87487) kHz/(kV/cm)® one can calculate withuens
also fitted to the data. As discussed at the end of Sec. I, th{t0m [23] and the Stark shift measurements of Li and van
interplay of A(612 nm and A(1.9 um) is crucial for the lengaarden_[29]. Therefore,_thls check cc_mﬂrmed the re-
wavelength, at which the effective ac Stark shift of the inter-Sults of our fit, but it is not suited to determinérsc, Or aens
combination line vanishes. Other transitions are far detunef'°’® precisely. o . . _

and lead to a weak dependence of the Stark shift on the If these' polar|zap|llt|es with their small uncertainties are
wavelength in the investigated wavelength interval. Conselncluded in the fit of the parameter&(612 nm and
quently, little information can be gained about other transi-A(1.9 um), these coefficients are almost uniquely deter-
tions. mined by the static polarizabilities and the ac Stark data is

Our experimental data is very well reproduced by the fit."0t well described. Therefore in principle the Einstein coef-
In order to estimate the uncertainties of the so obtainedicients of all transitions should be fitted to the data, which
“magic wavelength” and Einstein coefficients a Monte Carlohowever is not feasible, as it would lead to an underdeter-
simulation approach was used. Artificial data sets were geriined set of least-square equations. To estimate the influ-
erated with a statistical distribution around the values calcu€nce of other transitions, we have included one of the
lated from the best fit and a width of the distribution accord-Einstein coefficients of the strong transitions from e
ing to the experimental uncertainty. An additional randomlével to the levels #d°D (443 nm), 4p*°P (430 nm),
parameter with average one and standard deviatien.1 ~ 3d%°P (300 nm), or 4s5d °D (363 nm in the fitted param-
was used as common scaling factor for all data to account faeters. For example, including the transition to the
systematic uncertainties like the measurement of laser powe#s4d °D (443 nm level in the fit renders a good description
Then, these data sets were fitted by B).and the obtained 0f Aagcy atens @and of our measuremeni&(443 nm has to
values for theA,;'s and the “magic wavelength” were utilized be changed by only —4% with respect to the value given in
for the error analysis. Ref. [14]. Similar results are obtained by fitting the other

Fig. 4 shows the fitted Einstein coefficients of the finecoefficients. The necessary variations are —1.5%, —-9%, and
structure multiplet®A(1.9 um) and A(612 nm) of 2000 such  —20%, respectively. When we included more lines in the fit,
iterations. A clear correlation between both parameters is visao meaningful results could be obtained because of the least-
ible. The combined 68.3%-confidence limits for both param-square problem starts to become underdetermined.
eters are also shown. The fittég,’s are listed in Table | Values of Aj,,, A(612 nm), and A(1.9 um) determined
together with values from literature. All uncertainties corre-this way do not depend on the choice of the additional line
spond to one standard deviation. Bathcoefficients agree and do not differ within the uncertainties from the above
within the uncertainties with theoreticil5-18 and experi- discussed results. Only the uncertainty of the Einstein coef-
mental[14,19,23 values from other authors. For the “magic ficients is reduced. This is due to a weaker correlation be-
wavelength")\(l),a we found 800.82) nm. Subscripts denote tween A(612 nm and A(1.9 um) (compare Fig. % since

function [Eg. (3)], the Einstein coefficients of the 1m
and 612 nm transitions were fitted to the measured @tp
3). The former was chosen since it is not very well known
(see Table)l It would have been sufficient to change this
value to match the zero-crossing observed forrthe0, o
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TABLE II. “Magic wavelengths” determined in this workap denotes the upper state’s Zeeman level, the
polarization given belongs to the perturbing laser.

Transition mp Polarization Value
482 15,- 454p 3P, 0 o 800.822) nm
482 15,- 454p 3P, +1 (-1) o (o) 98312) nm
482 15,- 4s4p 3P, 0 arbitrary 735.80) nm

A(1.9 um) strongly influencesye,s The average values of wavelength of the trapping laser. We have calculated the shift
both coefficients obtained in such fits are listed in the seconébr the combined electric and magnetic fields by diagonaliz-
row of Table I. ing the total Hamiltonian. For the example given above we
We have used the fittedf's to calculate the second “magic find that at a frequency shift of 7 GHz of the trapping laser
wavelength” of the’P,, 7\11 - and the one for thdP, level,  the derivative of the light shift on the trapping laser power
A3, to which the transition is allowed in the fermionic iso- Vanishes. Varying the power also changes the effective quan-
tope. Both were not observed directly in the experiment. Thdization axis for the combined E and B fields. Thus the de-
uncertainties were determined in the same way ag\$%[ rivative depends on the power and the light shlft at this point
The determined values are given in Tableuihcertainties are 1S NOt precisely ca.ncelled. But even for a rel_at|vely small field
one standard deviatignexamples of the number distriou- Of 3 #T the quantization axis is mainly defined by the mag-
tions of the error analysis are shown in Fig. 5. The results oft€tic field and the resulting frequency offset from the unper-
fits with or without including the polarizabilities in the turbed line is only 40 mHz. Similar shifts have been found
dataset do not differ within the uncertainties. for residual ellipticity of the trapping laser beam of 4
X 10°°. Therefore also théP1 state could be employed in an
optical lattice clock where the residual AC-Stark shift con-

V. IMPLICATIONS FOR AN OPTICAL LATTICE CLOCK tributes less than 18 to the uncertainty.

Because the light shift in th&P, state of the fermionic
i_sotope43Ca is only very weakly dependent on the polariza- VI. CONCLUSION
tion of the lattice lasef8], it seems to be the best candidate
for an optical lattice clock. However, the low natural abun- We have measured the ac Stark shift of ff@a intercom-
dance(0.135% and its half-integer nuclear spih=5/2) that  bination line and analyzed our data by modeling the wave-
leads to magnetic-field sensitive transitions could become kngth dependence. Our data is well described after fitting
problem. For the use of th&P, state in an optical lattice the _Einstein coefficients A of the transitions
clock the transition is dependent on the polarization of the4s3d *D—4s4p *P and 45s *S—4s4p °P to our data(Fig. 3).
lattice laser with respect to the magnetic quantization fieldTheA coefficients agree with experimental resyltg,19,23
For a dipole laser of power 1 W focussed to a waist ofand confirm recent theoretical calculatioft5-1§ of the
30 um a trap depth of 3K is achieved witho-polarization ~ oscillator strengthgTable I). The analysis allowed for the
at the “magic wavelength” at 800 nm. The shift for the determination of wavelengths, at which the energy shifts of
“wrong” w-polarization amounts té, =200 kHz. For a typi- both levels of the intercombination line are equal, the so
cal magnetic bias field d=3 T the magnetic field mostly called “magic wavelengths(Table I). We found “magic
determines the quantization axis, and the shift varies awavelengths” at 800(22) nm and 98812) nm for the 3P,
5., sirf(¢), where ¢ is the angular deviation from the per- level and 735.80) nm for the transition to théPO level,
pendicular direction. An experimentally achievable deviationwhich are of interest for optical lattice clocks. We have pro-
of =10 mrad would amount to a shift of 20 Hz. However, posed a method that is capable to reduce the influence of the
as this shift depends on the power of the trap laser, it can biapping field to below 13° even with moderate require-
identified and corrected for, e.g., by a small change in thenents on the quality of its polarization.

Note added in proofRecently, a theoretical calculation
predicted a “magic wavelength” for th&;-*P, transition of

4007 700(50) nm [30].
« 300}
[
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