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A stationary variational functional for the T matrix that uses trial T matrices rather than
trial wave functions is discussed. Taking a trial T matrix expressed as a general linear
combination of matrices leads to a Fredholm integral equation of the first kind for the coef-
ficient vector. The special case of a trial function having the same form as the Born series,
except with variable coefficients, is treated in detail. Requiring the functional to be station-
ary with this trial form leads to the previously established result of Padé approximants to the
scattering amplitude. Approximate techniques are used to evaluate the high-order Born inte-
grals, and the behavior of the Padé approximants and the Born series is investigated for a
Yukawa potential. An upper bound on the series is used to estimate its radius of convergence
as a function of energy and potential strength. The variational calculations converge rapidly

even for cases where the Born series diverges.

I. INTRODUCTION

The use of variational methods for obtaining
scattering amplitudes has always been an attractive
procedure.! For a particular trial function with
variable coefficients, it is possible to obtain a
“best” amplitude by varying the coefficients in an
appropriate variational principle. Two well-known
stationary variational functionals for the T matrix*
are those of Kohn? and Schwinger.® Saraph and
Seaton®® have developed an iteration-variation
method which employs the Kohn principle, Burke
and Seaton® and Harris and Michels’ have recently
reviewed the use of these and related procedures
for electron-atom scattering. Such procedures,
as with most that have been used previously, em-
ploy variational functionals that require trial wave

functions. Since we ultimately want the T matrix
from a collision calculation, it can be advantageous
to have procedures that deal directly with T and
bypass the use of wave functions. Approximate
solutions to the Lippmann-Schwinger equation for
T [Eqs. (2) and (3) below] can be constructed by a
variety of methods, '®° and these solutions can be
further improved by treating them as trial varia-
tional functions. In this paper we shall explore the
use of a functional presented by Newton that uses
trial T matrices.® In Sec. II the general approach
to obtaining the scattering amplitude from trial
functions with linear variational coefficients is re-
viewed with particular emphasis on the functional
using trial T matrices. In Sec. IIl trial T matrices
first suggested by Cini and Fubini!? are used to il-
lustrate the formalism, In the particular case of
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potential scattering we show that some recently
developed approximate methods for evaluating high-
order Born integrals can be applied to variational
calculations. As a special case, scattering from

a Yukawa potential is examined in Sec. IV. The
behavior of the Born series, the optimized trial T
matrices, and the variational estimate of the scat-
tering amplitude are examined.

II. VARIATIONAL METHOD

Consider two colliding bodies (atoms ana mole-
cules) described by the Hamiltonian H=Hy+ V,
where Hj is the Hamiltonian for the free unper-
turbed motion of the bodies in the center-of-mass
system with eigenfunctions ¢ and V is the potential
of interaction between the bodies. In this section
we shall not restrict ourselves to potential scatter -
ing (i.e., Hy and V could depend on internal degrees
of freedom so that inelastic events are possible).
Schwinger® has derived the following bilinear sta-
tionary functional for the T matrix:

Lu={ @] V] +( 85| V] @a)

(o3| VI + (85| VGV ey, ()

where ¢* = ¢*+ G V¢* is the Lippmann—Schwinger
(LS) equation! for yand
Gi=(E-Hytie)";

E is the total energy and a, b label eigenstates of
H,. If ¥, and ), are exact (i.e., satisfy the LS
equation), then Eq. (1) is an identity; I,o=T4, .
This functional is also stationary about T, so that
if ¢, and ¢, differ by 5y from their exact values,
then I,, = Ty, + O(69)2. The error in I, is second
order when the error in ¢ is first order.

As we have indicated, it is sometimes more con-
venient to work with functionals that employ trial
T matrices rather than wave functions. The T ma-
trix is closely related to the observed cross sec-
tion, while the wave function is essentially one step
removed from such observables.*'!® Following the
derivation by Newton, ! consider the two equivalent
LS equations for the T operator!Z:

T=V+VG,T, )
T=V+TG,V . 3)

Equation (2) can be written as V=T - VG, T and
substituted into Eq. (3) to obtain

T=V+ TGoT—TGo VGoT . (4)
Now add Egs. (2) and (3) and subtract Eq. (4):
Iba=<(pbl V|‘pa>+<¢b[VGOTI(pa>+<<pa|TGO V|<pa>

(@5 | TGy T|00) +{ 95| TGy VG T | @0,) ,  (5)

where we have taken matrix elements with respect

to the unperturbed states ¢, and ¢,. It is easy to
show that the Euler equation for I, is the LS equa-
tion. Therefore, if T satisfies the LS equation,
then Eq. (5) is an identity; I, =Ty,. This bilinear
functional in T in Eq. (5) is stationary about T, :

If Typia =T+ 0T is inserted in the right-hand side
of Eq. (5), then it is easy to show that I, =T,
+0(6T)%. A companion fractional stationary prin-
ciple can be found by choosing a trial function in
Eq. (5) of the form. T, = ¥T, where «x is a vari-
able parameter. Requiring I,, to be stationary with
respect to variations of x (i.e., 6I,,/6x=0) leads to

o (@l VGTIe)
<§0b| TGOT - TGQVGoTl (Pa>

_ (@l TGV @) ®)
((ﬂbl TGQT - TGQ VGUT! (Pa> ’

Using this value of x in Ty, gives

~ (@l VGoT 1 9) (s TGV @y )
La=(os| V] ga) + (03| TGoT = TGoVGoT 1 @)
(7)

This functional is also stationary about 7, .
Equation (7) is independent of the normalization of
of 7, and it can sometimes be more useful than
Eq. (5) owing to its rational function form (see Sec.
v).

Variational functionals, * such as those in Egs.
(5) and (7), can in general be used in two different
ways: (i) If a veasonably accuvate Ty, is avail-
able, then we can obtain an improved T matrix by
direct substitution of T.,, on the right-hand side
of Eq. (5) or (7); (ii) Trya may be chosen with-
variable parameters, and these parameters varied
to make I,, stationary in Eq. (5). There are nu-
merous techniques available for obtaining trial T
matrices, *° and (i) could be a useful adjunct to
these methods. Approach (ii) is particularly at-
tractive if 7', has linear parameters to vary,
since the quadratic form of Eq. (5) in Typya will
yield a set of linear equations for these parame-
ters. We now specialize this general technique to
trial T matrices.

Consider the trial form:

(s Terra | 0a) = [ dy x(0) 0o |x(D) ] @a) ,  (8)

where x(y) is a family of operators parametrically
defined as a function of y, and x(y) is a function to
be determined variationally. The path of the inte-
gral in Eq. (8) will depend on the nature of x(y),
and it can be left as arbitrary at this point. It is
convenient to view the matrix ( ¢, lx(v)lp,) as a
function of the quantum numbers ¢ and ». Equation
(8) can therefore be considered as a linear expan-
sion of the T matrix in a basis set 71,(b, a)
=(p,X()1@,). Trialfunctions of this general form
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have been used to obtain direct approximate solu-
tions to the LS equations in Eq. (2) or (3).*° The
functions 7,(b, a) should be linearly independent and
hopefully complete in the space relevant to T. We
note, however, that since Eq. (8) is a trial func-
tion, the requirement of completeness will in gen-
eral be relaxed in favor of choosing a relatively
few functions 7,(b, @) that can describe { ¢, Tl ¢,)
better than, for example, a complete set that may
be slowly convergent,

Substituting Eq. (8) into Eq. (5), we find

Lu={ 0| V| o)+ [ dy x(9) m(y)

=3[ [ ayay x(») M (9,9 ) x(y"), (©9)
where

m(9) =@y X(9) GoV+ VGox(9)| @) (10)
M (9, 9")=( s x (9) Gox (9")+x (3") Gox(»)

=X (9) GoVGox(3 )= x(»") G VGo x(9) | @a) -

(11)
It is understood that the unperturbed states ¢; form
a complete set, and the appropriate unit operators
Yile) (@l or [;1¢;){¢;| would be inserted into
the expressions in Eqgs. (10) and (11) where needed.
Therefore, here and elsewhere in this paper it is
only necessary in practice to deal with the func-
tions 7, (b, a) rather than the operators x (y). Mak-
ing I,, stationary with respect to variations in x
yields

m(y")= [ dyx(y) M(p,5") . (12)
With this result Eq. (9) can now be written as
Lu={s| V|a) +3 [ dy x(p)m(y) . (13)

Equation (12) is a Fredholm integral equation of
the first kind!® on a domain defined by the range of
y. The kernal M(y, ') is symmetric from Eq. (11),
and also complex in general, It is not clear under
what conditions M is £,, ! but this will surely de-
pend on the nature of #,. However, if 7, are lin-
early independent and if a solution exists, we
should be able to at least numerically solve Eq.
(12) (a specific example will be given in Sec. IV).
Formally we have the solution

x(9)= [ @y m(y Y M2y, 9 . (14)
Finally, we combine Eqs. (13) and (14) to obtain

Lu={0s| V|gay+3 [ [ avay m(p) M (y, y"Ym(s) .
(15)
This is a very convenient compact expression for
the variationally determined T matrix with a given
choice of x. Note that x(y) does not explicitly enter
into Eq. (15), but M is still required.
Finally this result can be related to the fraction-

al form in Eq. (7). We define

my(9)={ @5| X(9) Go V| @) , (162)

ma() = @s| VGox(»)|¢a) , (16b)

then m(y)=my(y)+my(y) and the functional Eq. (7)
becomes

Iba=<(pblv‘(pa>+f dyx(y)ml(y)fdy'x(y')mz(y')/

3 [ ayx(yym(y), (7)

where we have used the relation in Eq. (12), which
was determined from the bilinear form of I,,. Now
if x(y) has the same symmetry property that T ex-
hibited in Eqs. (2) and (3), then my=my=%m, and
the fractional expression in Eq. (17) becomes iden-
tical with Eq. (15). The example in Sec. III does
have this property.

III. TRIAL T MATRICES AND BORN SERIES

Our main interest is in applying the functionals
discussed above to inelastic scattering, In this
section we shall discuss one possible choice of
basis functions closely related to the Born series.
In general, one would probably choose simpler
trial functions than those in Eq. (19) below. How-
ever, this choice of functions allows us to directly
compare the behavior of the variational method and
the Born series since the same integrals occur in
both cases.

The well-known Born-series solution to Eq. (2)
or (3) is*

<<pb\Tt<pa>=§<¢b|Tn}<oa>, (18a)

T,= V(G V)"t . (18b)

The series will in general diverge at sufficiently
low energy if the potential V is strong enough, !
Cini and Fubini!* have suggested the following ex-
pansion for the T matrix;

N
(‘pbthrial\¢a>=r§ xn<(pb|Tn|¢a> ’ (19)

where the x, are variable coefficients, and we have
truncated to N terms. This is a special case of
Eq. (8) if we let

x(y)=%; %, 6(y —n)

and
(@5 x0) |0a) = (o (VGO V] ,) .
Equations (15), (11), and (10) now become

Lu=(@5| V]| @,y +m" . M*.m, (20a)

where
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mn) = @y| V(GoV)| ¢4) (20p)

MG, n")=( @, V(GaV)™ ™ = V(G,V)™™ | 0, (20c)
for m,n'=1,2,...,N. Using Baker’s generaliza-
tion of “Nuttall’s compact formula” (see the Ap-
pendix), !" it is easy to show that Eq. (20) reduces

to
Ibaz[NyN+1]9 (21)

where [N, N +1] is a Padé approximant to the Born
series in Eq. (18). The Born series can be viewed
as a power series in V,, the strength of the poten-
tial. The general [N, M] Padé approximant!’ to the
Born series is a rational function:

[N, M= Py (V)/Qu(Vo) »

where P and @ are polynomials in V; obtained from
the first N+ M +1 terms of the Born series. Nut-
tall’” has shown that a treatment similar to ours
using the Schwinger functional in Eq. (1) yields the
[N, N - 1] Padé approximant, and other approxi-
mants [N, M] can be obtained by setting some of
the x(n)'s equal to one and varying the others.

As a specific example, consider scattering by
the class of spherically symmetric potentials of
the form®®

V(n)=V, [ dtalt)e? (22)

where a(t) can be expressed as the inverse Laplace
transform®® of V. For this case the quantum num-
bers a, b~K, k' and the scattering amplitude be-
comes?

7(0)= (- ar®m/n?) (K'| T|K) (23)

with |K| = |K'| =K and E=%%K%/2m. The matrix
element is over plane-wave states, The difficulty
in calculating I;,; in Eq. (20) stems from the need
to evaluate the high-order Born integrals. Recent-
ly approximate methods were developed for evalu-
ating such integrals for potentials expressed as in
Eq. (22)'%; we shall only present the results here,
The following expression was derived® using a
small-wavelength approximation on a slowly vary-
ing part of the integrands, while still retaining the
dominant wavelength dependence:

(K'| V(Go»)™| )

=‘jﬁ4; [edb bdo (|[K=K'|0) (D) gb)"t, (24)

where
h(b)=f dt%—(;%e"” (25a)
]
g(b)= leE'ZK f dat arz a(t) e [wik/i?) -1],

(25b)

W(x)=e"‘?‘erfc(— ix) . (25¢)

Jp is a Bessel function and erfc is the complemen-
tary error function.® Although Eq. (24) is expected
to be most accurate at small wavelengths, previous
implementation!® of these integrals indicated that
they give a reasonable approximation even at low
energies in many cases. The numerical results in
Sec. IV also show this general behavior.

An interesting property of the Born series is its
radius of convergence as a function of V, and E (or
K). We shall always be dealing with the approxi-
mate series whose terms are given by Eq. (24); in
Sec. IV we shall show that when the approximate
series converges, it yields reasonably accurate
cross sections., Within this framework we have
from Eqs. (18) and (23)

f(o)=‘§ 70), (26a)

Fa(8)= (- 4mm/m2) (K| V(G V)™t |K) . (26D)

A useful estimate of the radius of convergence of
this series can be obtained by bounding it from
above;

FOIEFACIP @)

Now combine Egs. (24)-(26) to obtain
f,,(0>=;1-771—/39n f a4 a(t) f f dly e odty,
0

n-1

exp[ Ik - klz/4(t+t1+t2+---+t_1)]
2(t+t1+t2+ '°+t_1)

where the following identity® has been used:
JRCIEACE e = (1/29) e

| £,(6)1, can be
0 and therefore

The magnitude of the »nth term,
bounded by noting that ¢, >

exp[— [K—K'1%/4(t+ty 4 o +t,)] _1
Tty +eeetios t’
so that
Vol na [, la(®)l
70 < gl e [l
where

) [wk/t't?) -1]
t'”z. .

/ZIV ” ’ Ia(t'
- fo at

This finally leads to an upper bound on the series:

@) < gt f ar o) z ™. (28)



13

107
10

do
dQ
10-1 4
10-2 .
|0._3 L 1
0o 90 180
8 degrees

FIG. 1. Differential cross section in units of af for the
Yukawa potential at two values of A, B=-—2.365 in this
and the remaining figures. The solid lines were com=~
puted variationally, the dots are exact results (Ref. 21),
and the dashed line for A=4,0 is from an impact-param-~
eter formulation of the scattering amplitude (Ref. 18).
The dashed and solid curves practically coincide for A
=1,406.

The series on the right-hand side of Eq. (28) con-
verges to (1 - X)? provided X<1, This conver-
gence criterion will in general depend on | V,!| and
K as well as the form of a(¢). In the case of K-0
the convergence criterion reduces to a simple rela-
tionship if we use the property®

lim W(x)~ 1+2ix/7Y%  as x<1.,

It is easy to show that X<1 becomes

B Ia(t')l)'1
\B|<<§Zgjo' dt — ) (29)
where
B=2mV,d2/n®

and a, is the characteristic length associated with
the potential. Equation (28) is useful since if the
right-hand side converges, then the Born series
also converges; a specific application of this is
made in Sec. IV.
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IV. NUMERICAL CALCULATIONS WITH YUKAWA
POTENTIAL

In this section a numerical example using the
Yukawa (or screened-Coulomb) potential

V(r) = (Voag/7) e %

is presented based on the use of Cini—Fubini basis
functions, ** as discussed above. For this potential
the coefficient a(t) in Eq. (22) becomes?®

alt)= [a/ (nt Y/ D))/ 4%, (30)
Equations (24), (25), and (26b) reduce to
fal0)= = B [ dx xJy(2x A sin36) Ko(x) g™, (31)
where
g(x)=(iB/4A) [~ dyy et/ > [W(a/y"?) -1]; (32)

f(0) is in units of @y, Ky(x) is a modified Bessel
function® arising from the integral in Eq. (25a),
A=Ka,, and B=2mVya3/f? Multiplying Eq. (20)
by -47m/%?% leads to a variational expression for
the scattering amplitude:

£0)=A(0)+m? - M. m=[N,N+1],

mn) =fn+1(9) ’

1 L
5 1 24 3 Z

10-! L

FIG. 2. Total cross sections in units of ra} from in-
tegration of the differential cross section (solid line),
and from the optical theorem (dashed line). The dots are
exact results.
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Imf / FIG. 3. Argand diagram
2 of the complex scattering
Il amplitude inunits of @ at
i 0=0, 37, and r for A=1.816.
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o L L L tional, the dashed lines are
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Ref exact, and the arrows on the

real axes are the first Born
approximation.

M(n9 n’) :fn-m’ (9) —fn-m' -1-1(0) ’
n,n'=1,2,...,N. (33)

The two integrals in Egs. (31) and (32) were evalu-
ated by quadrature as discussed elsewhere, ¢ and
the [N, N+1] Padé’s in Eq. (33) were constructed.
The number of terms, N, was increased until con-
vergence occurred; convergence behavior will be
discussed below. Figure 1 shows computed dif-
ferential cross sections in units of @} (Figs. 4-6
are also in these units) for B= - 2,365 at A=1,406
and 4.0, The exact results (solid dot) are those of
Walters.?! The accuracy of the variational results
(solid curve) improves with increasing A. In a
previous paper!® the summation over » in Eq. (26)
and the integration over b in Eq. (24) were inter-
changed, and the resulting sum performed analyti-

cally. This led to a modification of the impact-param-

eter expression by Blankenbeckler—Goldberger®?
for the scatteringamplitude. The dashed curve for
A=4.,0is from this latter work, !® and the solid and
dashed curves practically coincide for A = 1. 406.

The optical theorem! relates the total cross sec-
tion o7 to the scattering amplitude:

or=(4n1/K)Imf (0) .

The total cross section is plotted in Fig. 2 com-
puted by the optical theorem and by integrating the
differential cross section over all angles, The ac-
curacy is quite reasonable. The optical-theorem
results are a measure of the phase dependence of
the scattering amplitude. In general the phase is
most accurate in the forward direction as indi-

HERSCHEL RABITZ AND ROBERT CONN 7

cated in Fig. 3. This is probably associated with
the approximate nature of the Born integrals in
Eq. (24).

The convergence behavior of the Born series and
the variational Padé’s is very interesting. We
shall focus on the behavior of the differential cross
section at 6 =0; the convergence behavior at other
angles is very similar. First consider the Born
series. In Fig. 4 are plotted differential cross
sections from a partial summation of the Born
series,

N

el

as a function of N, the number of terms included.
The different cases correspond to increasing val-
ues of A. It is clear that for small values of A

the series diverges, while near A= 2, 2 it apparent-
ly converges. The behavior of the series for the

do _
Y et

102 T T T —T
F
A=0663
10 |-
~-— EXACT
l 1 1 Il 1
10%
° 0% A =1.406 E
-]
]
Pt 10 .
o ~— EXACT
7
3 | L 1 I 1
o
g sf .
A=1.816
-
x  8F EXACH
P -
z
w 41+ e
S
u 2 L ! L
TTS ’
o L |
8f A=2.2 N
6_/\/\—A~ ~-—— EXACT
4 B
2l I | L |
[¢] 10 20 30 40

FIG. 4. Convergence behavior of the differential cross
section at #=0 from a partial summation of the Born
series to N terms. Each plot corresponds to a different
value of A, and the points Aat N=2 are exact second-
order results. Note the change in scale on the ordinate

axis.
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'n.
Q.

a
o

0 2 4 6 8 10

FIG. 5. Convergence plot of the differential cross
section at 6=0 for A=1,406; open square from the opti-
mized trial function in Eq. (35b); closed square, varia-
tional. The exact value is 5.1. Note that at this value
of .4, the Born series diverges (see Fig. 4), but the op-
timized series does not.

divergent cases (notably A=1. 81) is strongly sug-
gestive of an asymptotic expansion, ® particularly
ifthe envelope of the oscillations is observed. Also
note that the differential cross sections oscillate
about the exact results. It is possible to obtain a
bound on the radius of convergence by considering
X in Eq. (28) along with a(¢) in Eq. (30):

g Bl [Tt

aa ) 1

| Bl fw ds ;442
= = wi(s) -1
24 0 S ¢ ‘ (S) | ’

where we have chaﬁfed variables s = A/t % in the
last step. We now apply the triangle inequality

e | W/t -1

|w(s)-1]= [(e'sz— 1) -e'saerf(—is)!

<(1 —e'32)+e‘sz‘ erf(-is)| ,

to obtain
1Bl [~ ds _»
Xs—Z—KI i ——ss- e T2 [(1 — %) 4 07| ert(-is) | ];

the remaining integral can be worked out to arrive
at

l_B_l( %), 25int — 24 )
X< In(1 +4A4% +2sin aTaad7?) - (34)

If X<1, then the Born series will converge since
it will be bounded from above by a convergent
series in Eq. (28). For B=-2.365, X<1 when
A>A*=4,1. This is an upper bound on the radius
of convergence since the actual series in Eq. (26)
may still converge for A somewhat smaller than
A*, Indeed, the numerical results indicate the

radius of convergence is A~ 2.5. Note that X= |B|
at A=0, and this gives a lower bound of B*=1 for
the radius of convergence since the series in Eq.
(26) may still converge for somewhat larger values
of B. The exact radius of convergence of the true
Born series® [not the approximate one in Eq. (26)]
is B¥=1.68, In general, Eq. (34) will give an up-
per bound to A* for a given fixed B, and a lower
bound to B* for a given fixed A. These can be used
as useful estimates of the convergence behavior of
the series.

It is actually not necessary to compute the vector
%(n) in Eq. (14) in order to obtain the variational
scattering amplitude in Eq. (15) or (33). However,
it is useful to look at

N
(K| Tpan | K) =Zz xm) (K| V(GoV)Y™t|E)  (35a)
or

N 2
g—;’f 22 xn) (K| V(G V)™t k)| . (35b)
n=1

The vector xgz’z) was computed by solving the linear
equation m=M-.X. The trial function in Eq. (35a)
inserted into the variational functional will yield
the [N, N+1] Padé in Eq. (33) [after using the rela-
tion in Eq. (23)]. Typical convergence behavior of
the differential cross section at =0 obtained from
Eq. (35b) and from the [N, N+1] Padé’s is plotted
in Fig. 5 as a function of N. It is clear that the
convergence is very rapid; the case here where
A=1,41 corresponds to a divergent Born series in
Fig. 4. Thus the optimization procedure converts
the divergent Born series to a rapidly convergent
series and the substitution of this optimized trial
function in the variational principle yields further
improvement. The same general behavior was ob-
tained for the lowest-energy case, A=0.663, where
the series is rapidly divergent in Fig. 4. For A
=1,406 in Fig. 5, the converged value is ~9% in
error owing to the approximate nature of the Born
integrals in Eq. (24); the error is reduced at larger
values of A, For A<1 and B= -2, 365, conver-
gence was poor, and this again is due to the ap-
proximations in Eq. (24). For A2 1, convergence

TABLE 1. Padé-approximant table for the differential
cross section in units of a(z) at 6=0 for A=1,816.

M
N 0 1 2 3 4 5

0 5.592 7.262 6.637 5.545 4,917
1 6.507 5.632 5.416 5,484 5.549
2 5.854 5.450 5.525 5,545 5.538
3 5.424 5.516 5.543 5.536 5.534
4 5.297 5.547 5.536 5.534 5.5635
) 5.387 5.5646 5.533 5.535 5.535
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FIG. 6, Convergence behavior of the differential cross
section at =0 for A=0.663 determined by taking the
trial function as the first N terms in the Born series and
directly substituting this into the fractional form in Eq.
(7). No optimization was done. Note that the trial func-
tion is divergent here, as indicated in Fig. 4.

occurred for N<5, and more rapidly for larger A.
In addition, the variational and Born-series results
agree when the series converges, as they should.
It is important to observe that the behavior in Fig.
5 for N2 5 results from the optimized function

K'| Typyu |K) in Eq. (352) being just as accurate as
&' T1K) obtained by further substitution of Eq.
(35a) into the right-hand side of Eq. (5). Extrapo-
lating this behavior to other trial functions would
indicate that without loss of accuracy considerable
labor can be saved by not performing the last sub-
stitution,

We have also computed Padé tables (see the Ap-
pendix) [N, M] for N, M=1,2,3, ..., for the differ-
ential cross section do/d2 = |[N, M]3 Table I
gives the results for A=1.816. The upper row
[[0, M]I% is the cross section determined from the
Born series itself, and the [N, 0] Padé’s are zero
since the lowest-order term in the Born series is
linear in V. It is apparent that the sequence of
Padé approximants parallel to the diagonal is
converging to the same value 5. 535 (this is ~ 4% off
the exact value), &

We can consider the variational results to have
converged when the cross sections from Eq. (35b)
and from the Padé’s agree (see Fig. 5). For small
N it is interesting to note the dramatic improve -
ment that the variational functional gives [recall
that the variationally determined Padé can be ob-
tained by directly substituting T',,,; from Eq. (35a)
into the functional]. One must be a little cautious
here since if Ty, =T+06T and 87 is large, then
substitution of T, into the functional could give
a worse answer with error O(6T)% A specific case
of this would occur if Ty, were taken as a partial
summation of the Born series

N
<¢b|Ttria.l|‘pa>=Zl (@o| Tul 0a)

when the series is divergent. Substitution of this
into the bilinear functional in Eq. (5) will yield the
Born series to order 2N+1, Clearly if the series
is divergent, the latter result could be worse than
the trial function. However, substitution of T,
into the fractional form in Eq. (7) may show im-
proved results as indicated in Fig. 6 for A=0, 663,
which corresponded to a rapidly divergent Born
series in Fig. 4. This improvement is probably
associated with the rational-function form of Eq.
(7). 25

V. DISCUSSION

The material outlined in Secs. II and III is a gen-
eral formulation based on a variational functional
presented by Newton! which employs trial T ma-
trices rather than trial wave functions. The ap-
proach is applicable to both elastic and inelastic
collisions. Again the main difficulties are choos-
ing appropriate basis functions in which to expand
T, and performing the necessary integrals. There
are certainly many other physically reasonable and
simpler trial functions than those in Eq. (19). How-
ever, with the choice in Eq. (19) we were able to
simultaneously investigate the corresponding Born
series. In Sec. II no assumption was made on the
separable or nonseparable character of the basis
functions 7,(d, a). Under certain conditions sepa-
rable functions 7,(b, a) = ¥,(b)p,(a) may be appropri-
ate, but the use of nonseparable functions allows
the widest flexibility.

We have not used partial-wave analysis in our
approach; however, the functional in Eq. (5) could
be expanded in partial waves. If only a few partial
waves are needed, this would be an advantage.
Then it would only be necessary to solve the prob-
lem for each partial wave rather than each scatter-
ing angle [as we did in Eq. (33)]. However, most
chemically interesting problems require many
partial waves, and the use of plane waves becomes
advantageous.

Note added in proof. Sloan and Brady have re-
cently published a paper?® utilizing separable basis
functions with the functional in Eq. (5). D. Koeuri
has also kindly provided us with a preprint on the
application of this functional to reactive scattering.?’

APPENDIX

The Born series for the T matrix in Eq. (18)
(where the matrix indices g, b have been suppressed
for simplification) can be written as

N
T=22 T,\", (36)
n=0

where T,=0 and the ordering parameter X has been



Ki VARIATIONAL TECHNIQUES FOR SCATTERING THEORY 585

introduced for convenience. Baker has presented
the following generalization of “Nuttall’s compact
formula”!" for the [N, M] Padé approximant to Eq.
(36):

M-N

N, M]=l_0 T+ (T R 7)Mo (37)

where

V= Tyonsi Rij= Tyonsivi-t = ATyansing -

The vector T and matrix R are of dimension N with
i,§=1,2,...,N. The sum in Eq. (37) is replaced
by zero if N>M and T,=0 if k<0. As a specific
case it is easy to show that replacing T, by f,, set-
ting x=1, and taking M=N+1 in Eq. (37) will yield
the [N, N+1] Padé in Eq. (33).

*The author would like to acknowledge the donors of
the Petroleum Research Fund, administered by the
American Chemical Society, for partial support of this
research.
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