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A systematic study of the cross sections for K -shell ionization by 2.0-MeV-electron impact has been
made as a function of atomic number. The cross sections for 32 elements from V (Z=23) to Bi (Z=83)
were first measured relative to each other, and then were normalized to 43 b at Sn (Z=50). Thus
systematic errors usually associated with absolute measurements were minimized and did not obscure
minor variations in the Z dependence of the cross sections. The measured values drop from 353 b at
V to 9.9 b at Bi. The general trend of the Z dependence of the data is in agreement with theoretical
predictions of Kolbenstvedt. However, variations in cross sections by as much as 30% from one
element to the next are not accounted for by the theory.

I. INTRODUCTION

The subject of inner-shell ionization by relativ-
istic electrons has not been studied in any great
detail either theoretically or experimentally. This
is evidenced by both the lack of rigorous relativ-
istic calculations for K-shell ionization and the
sparsity of cross-section measurements. Specif-
ically, K-shell ionization cross sections have been
measured for only seven elements in the MeV en-
ergy range, and most of these measurements were
at or below 2 MeV.!~* A series of experiments has
also been performed in the extreme relativistic

range of electron energies from 150 to 900 MeV, in
which K-shell ionization cross sections were mea-
sured for eight elements ranging from Cu to Bi.?®
Within the experimental error limits of these mea-
surements, the dependence of the K-shell ioniza-
tion cross section on the electron energy has been
found to be a smooth function. This feature is in
agreement with the predictions of all existing theo-
retical approaches. 58

Theoretical treatments of K-shell ionization by
electrons are in the majority of cases completely
nonrelativistic® and hence not applicable to the
present experiment. In the work of Arthurs and
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Moiseiwitsch® relativistic effects for the incident
electron have been included. Using Darwin wave
functions for the bound electron, they performed
a calculation which they assert is applicable for
atoms with atomic numbers Z < 30 and for electron
impact energies less than 22 times the K-shell ion-
ization potential of the relevant atom. A calcula-
tion that uses Dirac wave functions for both the in-
cident and the bound electron has been made by
Perlman’ for Hg. The only theoretical treatment
that appears to be applicable for the entire periodic
range of elements and for electron energies up to
900 MeV has been given by Kolbenstvedt.® In his
work, the K-shell ionization cross section has been
derived using the method of virtual photons com-
bined with the photoelectric cross section for dis-
tant collisions. For close collisions, the impulse
approximation in conjunction with the Mgller for-
mula for free-electron scattering has been used to
calculate their contribution to the crossisection.

In presenting his theoretical treatment, Kolbens-
tvedt® reviewed the then existing experimental
data for relativistic incident electrons and com-
pared them with his own and other applicable the-
ories. Except for the experimental results of Ref,
2, the various theories agree with each other and
with the experimental data to within about 25%.
However, for comparison with theory beyond a
statement of approximate agreement, more data
are clearly required. In this paper, we will pre-
sent the full details of K-shell ionization cross-
section measurements at 2. 0-MeV incident electron
energy for 32 elements, ranging from V (Z=23) to
Bi (Z=83). A brief account of this work has been
reported previously. 1

II. EXPERIMENTAL
A. Procedure

The measurement of relative K-shell ionization
cross sections was based on the determination of
relative Ko x-ray yields. Thin targets were fab-
ricated which contained a well-determined ratio
of atoms of element Z to Cd. As a target was irra-
diated by 2-MeV electrons, the fluorescent x rays
were detected in lithium-drifted Si or Ge counters,
Typical spectra measured with the Si (L.i) and the
Ge (Li) detector system, respectively, are shown
in Figs. 1(a) and 1(b). To deduce the relative Ko
x-ray yield of element Z to Cd from the observed
spectrum, it is sufficient to know only the Z/Cd
atom ratio and the relative efficiency of the detec-
tor at the appropriate Ko x-ray energies. This
procedure obviates the necessity of determining
the electron beam intensity, the absolute number
of target atoms, the precise solid angle, or the
absolute detector efficiency. The choice of Cd as
the reference element was somewhat arbitrary. It
was considered a good choice because its Ka x-ray
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energy of 23 keV is high enough not to be easily
absorbed, but still low enough to be easily detected.
In addition, Cd is readily available, inexpensive,
and has convenient chemical properties.

B. Setup

The 4-MeV Dynamitron accelerator at the State
University of New York at Albany was used to
accelerate the electrons. The high voltage of the
accelerator was set and stabilized via a resistive
feedback system. The high-voltage control helipot
was calibrated with the ®Be (y, #) reaction which
has a threshold of 1.66510+0.00037 MeV.
Bremsstrahlung was produced by stopping the elec-
tron beam in a 120-mg/cm? gold foil backed with
graphite. Immediately behind the graphite was a
3-mm stack of Be foils. A BF; counter was used
to observe the onset of neutron production as the
high-voltage settings were varied. In these mea-
surements, the accuracy with which the threshold
could be defined was found to be better than 0. 5%.
However, because of a nonlinear behavior of the
high-voltage control circuit, the precision was
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FIG. 1. Typical x-ray spectra obtained with (a) the

Si(Li) detector and (b) the Ge(Li) detector .
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actually somewhat less at other voltages.
The electron beam was focused and steered to

the target position by electrostatic and magnetic
deflection through a series of apertures on the 0°
beam line. Successive sections of beam pipes on
the line were electrically isolated such that, by
monitoring the current readings on the sections
before and behind the target, the extent of the scat-
tering of the beam by the target could be ascer-
tained. For the present experiments, the portion
of beam scattered in the backward direction was
never in excess of 1%.

A schematic drawing of the experimental layout
is shown in Fig. 2. The gate valve served to sep-
arate the target chamber section from the accel-
erator when opening up to air for target changes.
The beam was positioned by focusing through a
1-cm-diam aperture located 30 cm upstream from
the target. Proper centering of the beam must be
checked in the vicinity of the target, because the
earth’s magnetic field is sufficient to cause the
electron beam to be deflected through an arc as it
proceeds down the 4-in. beam pipe. Once the beam
was positioned, the aperture was removed before
starting the x-ray measurements in order to avoid
x-ray production in the target by bremsstrahlung
background. The target was mounted with its nor-
mal at 45° with respect to the direction of the inci-
dent electron beam. After traversing the target
the electrons entered a 250-cm-long section of
beam pipe, which served as a beam dump and Far-
aday cup.

The measurements of impact ionization cross
sections reported in this paper were performed at
2.00+0.05 MeV. Typically, the average electron
current was 50 nA over approximately a 2-cm?
area of the target.

C. Detectors

Two series of measurements were made using a
Si(Li) and a Ge(Li) detector, respectively. The
Si(Li) detector had a 0. 025-mm-thick Be entrance
window. This detector was directly coupled to the
vacuum of the target chamber through a gate valve
and was located 51.5 cm from the center of the
target. The Ge(Li) detector had a 0. 13-mm-thick
Be window and a 40. 4-ug/cm? Au layer evaporated
onto its front face., X rays detected with this sys-
tem emerged from the target chamber through a
0.051-mm-thick Mylar window of 2. 54 cm in diam-
eter. The air path between this exit window and
the entrance window of the Ge(Li) detector was
38.6 cm. Both detectors were placed at 90° with
respect to the direction of the incident electron
beam.

The detector, Si(Li) or Ge(Li), was shielded
against scattered electrons and bremsstrahlung.
To attenuate the bremsstrahlung arising from

1959
i 2 305 cm-—-i
APERTURE
ELECTRON | TARGET
BEAM I
BEAM

GATE DUMP

VALVE
20 §
LEAD / =] .
SHIELDING \
SWEEPING

MAGNET
DETECTOR

GRADED
ABSORBER

FIG. 2. Schematic of the experimental arrangement.

electrons striking the beam pipe, the detector as-
sembly was shielded from all sides by 5-10 cm of
lead, except for a 4-cm-diam opening in the direc-
tion of the incident x rays. Further degradation
of the secondary radiation was effected by cover-
ing all surfaces in the line of sight of the detector
with a graded absorber of plastic, aluminum, and
copper. To sweep away scattered electrons, a
1000-G permanent magnet was placed in front of
the detector. The magnet itself was encased in a
plastic mold with a 4-cm- diam hole between the
pole pieces.

The energy resolution values reported by the
manufacturers were 216 eV at 6.4 keV for the Si
(Li) system and 177 eV at 5. 9 keV for the Ge(Li)
system. Under the actual experimental conditions
of this work, however, the resolution at 6.4 keV
was close to 300 eV for both detectors. No great
effort was made to optimize the resolution, since
the K x-ray signatures were generally well above
background. According to the manufacturer’s
specifications, the sensitive regions were 4 mm
in diameter by 3 mm thick for the Si(Li) detector,
and 6 mm in diameter by 4.79 mm thick for the
Ge(Li) detector. Measurements made of the abso-
lute and relative efficiencies of the detectors
showed that both detectors were smaller than spec-
ified. A brief description of the efficiency cali-
bration procedure is given below.

The relative efficiencies as a function of energy
are primarily determined by the thickness of the
detector. Israel, Lier, and Storm'? compared
photopeak efficiency calculations using Monte Carlo
methods and using the exponential absorption law
for a 0. 3-cm-thick Si(Li) detector and for a 0.7-
cm-thick Ge(Li) detector. Below 60 keV for the
Si(Li) detector and below 100 keV for the Ge(Li)
detector, the efficiency € calculated by the Monte
Carlo method was very well reproduced by

€=1- e-(u/a)x’ (13)

where (uu/p) is the energy absorption coefficient!®
and x is the detector thickness. At energies above
60 keV, the Monte Carlo calculation showed that
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the Si(Li) detector efficiency continues to drop off
exponentially. The slope of the drop is the same
as that calculated from the expression

€=1— g~ H/P)ppx , (1b)

where (u/p),y, is the photoelectric mass absorption
coefficient. ©® In the present measurements, the
Si(Li) detector was used for Ka x rays up to the

52 keV (Yb) and the Ge(Li) detector to 76 keV (Bi).
Therefore, in both cases, Eq. (la) should give a
proper representation of the efficiency as a func-
tion of energy. Where the calculation was extended
to higher energies for purposes of testing detector
thicknesses, the findings of the above-cited paper'?
were used as a guide. It can be noted, inciden-
tally, that the divergences between the Monte Carlo
and the exponential-law calculations arise out of
multiple processes the magnitude of whose effect
increases with detector thickness. As will be
demonstrated presently, the detectors used for
these experiments are substantially thinner than
those in Ref. 12 and hence the corresponding di-
vergences should be even less pronounced.

In the calibration of the Si(Li) detector, a thin
source of *’Co was used for the determination of
the relative efficiencies at 14.4, 122, and 136 keV
(open circles in Fig. 3). The relative y-ray in-
tensities were taken from the average of the re-
sults of several recent reports.'* Comparison of

the measured and calculated relative efficiencies
indicated that the thickness of the detector was

~1.7 mm. Three additional measurements were
made of absolute efficiencies at 60, 88, and 122
keV, using #'Am, !%°Cd, and *’Co (closed circles
in Fig. 3). These absolute efficiency measure-
ments were made by comparison to a standard
3X3-in. Nal(Tl) detector using the NaI(T1) effi-
ciency calculations of Heath. °

Assuming the diameter of the Si(Li) detector to
be 4 mm as specified by the manufacturer, the in-
trinsic efficiencies deduced from these measure-
ments were found to fit very well with the curve
calculated for 1.7 mm (see Fig. 3). The experi-
mental uncertainties associated with these abso-
lute efficiencies were in all cases<10%. Since
the relative intensities of the *’Co y rays are very
well known, the corresponding relative efficiencies
are also well determined and have uncertainties
which are small compared to 10%. Even assuming
an uncertainty of 10% for each of the points at 60,
88,and 122 keV, the detector thickness would
nevertheless be confined to values between 1.5 and
1.9 mm. For the analysis of the relative cross-
section data, the efficiency ratios €y, (Z)/ €y, (Cd)
used were taken from the curve calculated for
1.7 mm. The differences between these numbers
and the corresponding ones for 1.5 and 1.9 mm
were assigned as possible errors on the €,,(Z)/
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FIG. 3. Photopeak efficiency of the Si(Li) detector as
a function of photon energy. The solid curve is that cal-
culated for 1.7-mm thickness. The measured points
were obtained with *Co, 1%Cd, and *’Am sources. For
details see text.

€x(Cd) values. Obviously, such differences would
be largest for elements whose atomic numbers are
very different from 48 (Cd). In no case, however,
is the difference greater than 8%.

By performing similar calibration measure-
ments, the thickness of the Ge(Li) detector was
found to be about 3.5 mm. In order to account
both for the manufacturer’s claim of a thickness
of 4.79 mm and for the apparent measured thick-
ness of 3.5 mm, we adopted a value of 4.0+1.0
mm for the data analysis. It should be noted that
x rays below 50 keV are nearly totally absorbed by
3 mm of Ge. Therefore, this rather large uncer-
tainty in the thickness affects only the very high-Z
elements to any appreciable degree. The maxi-
mum associated error in the efficiency is that for
the 76-keV Ka x ray of Bi, which is of the order
of 10%. The Ge(Li) detector was not used for the
low-Z region because of the large absorption ef-
fects associated with its thicker Be window and
with the air path between target and detector.

In calculating the photopeak efficiency for the Ge(Li)
detector, the effect of escape peak losses was in-
cluded. The ratios of escape to photopeak inten-
sity were taken from a smooth curve drawn through
the experimental points of Palms, Venugopala Rao,
and Wood. ' A 30% uncertainty was assumed for
these ratios to account for the spread in the data.
For the Si(Li) detector calculation, escape losses
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were neglected since the magnitude of the effect is
<1% even for the lowest-energy x ray (4. 95 keV
for V) measured in this experiment.

D. Targets

In preparing targets for the present experiments,
several requirements were considered. The tar-
gets should be thininorder to minimize (i) the deg-
radation of the electron beam energy and intensity,
(ii) the production of bremsstrahlung, and (iii) self-
absorption of the x rays. At the same time, the
target must contain a very precisely known ratio
of atoms of element Z to atoms of Cd. Simplicity
of preparation was also deemed an important cri-
terion since a large number of targets covering a
wide range of Z values was desired.

The general method employed consisted of pre-
paring solutions with known Z/Cd atom ratios, dip-
ping thin lens tissues into these solutions, and then
air drying the lens papers. The lens tissue used
was Fisher No. 11-996 which has an average thick-
ness of 1. 35 mg/cm?. The additional target mate-
rial of Cd and element Z absorbed was typically
1 mg/cm? The solutions were prepared by mixing
together and dissolving known weights of Cd and
element Z. The chemicals used were generally of
reagent-grade quality. The weights were measured
with a Mettler single-pan analytical balance and
have an accuracy of about +0. 2 mg. Since most
solutions were prepared using 10 mmole of each
element in principle the atom ratios Z/Cd were de-
termined to better than 0.5%. The complete dis-
solution of the two components is, however, an in-
dispensable requirement. Moreover, the purity and
the physical and chemical properties of the materi-
als used must be considered to ensure a proper cor-
relation between the weight of the substance and the
number of atoms. For example, a particular hy-

drated compound may be unsuitable because the
number of waters of hydration changes with atmo-

spheric conditions.

Crucial to this target preparation procedure is
the requirement that the final atom ratios in the
targets be identical to those deduced from the
weights of the initial components. To verify that
this requirement was satisfied, three series of
tests were conducted. In the first, targets were
made from sample solutions having a wide range
of solution concentrations and atom ratios. These
targets and sample solutions were then indepen-
dently chemically analyzed. The determinations
were made by atomic absorption and emission
flame photometry using standard procedures. !’
For the starting sample solutions, analyses were
made on aliquot parts of the same solutions used
to prepare the targets. The targets themselves
were assayed by taking a known area of the target,
digesting it in nitric acid, and extracting a known
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aliquot part of the liquid for the analyses. The re-
sults of these measurements for Cu/Cd, Ag/Cd,
La/Cd, Gd/Cd, and Pb/Cd targets are shown in
Table I. As indicated, the atom ratios obtained
from the sample solutions and from the target as-
says are in good agreement with those calculated
from the sample weights. The observed small dis-
crepancies of a few percent are believed to primar-
ily reflect the precision of the chemical assays.

In the second series of tests, several targets
selected from among those actually used for the
cross section measurements were assayed. The
resultant atom ratios from the assays and those
obtained from the sample weights are given in Ta-
ble II. As before, only several percent differences
in the atom ratios were found and they again main-
ly reflect the precision of the chemical analyses.

The purpose of the third series was to test
whether variations in the chemical composition of
the targets or the amount of target material had
any effect on the outcome of the results. Several

TABLE I. Comparison of atom ratios for successive
steps of the target preparation procedure: (a) calculated
from the weights of the starting chemical reagents; (b)
obtained from chemical analyses of the sample solutions;
(c) obtained from chemical analyses of the lens tissue.
targets.

z/cd Molarity Cd atom ratio, az/acq
target in solution (a) (b) (c)
Cu/Cd 0.50 0.934 0.951 0.942
0.25 0.934 0.936 0.897
0.10 0.934 0.925 0.940
0.50 0.0979 0.0980 0.0963
0.25 0.0979 0.0947 0.0955
0.10 0.0979 0.0964 0.0977
0.50 0.0138 0.0133 0.0142
0.25 0.0138 0.0137 0.0129
0.10 0.0138 0.0128 0.0137
Ag/cd 0.50 2.148 2.183 2.137
0.50 0.965 1.005 0.984
0.10 0.965 0.973 0.991
1.00 0.517 0.507 0.513
La/Cd 0.50 1.011 1.008 1.015
0.10 1.011 1.019 1.002
0.05 1.011 0.997 1.006
1.00 0.493 0.494 0.488
0.20 0.493 0.490 0.493
0.10 0.493 0.477 0.485
Gd/cd 0.25 2.024 2.057 2.034
0.05 2.024 2,036 2.002
0.25 1.106 1.105 1.133
0.05 1.106 1.009 1.110
Pb/Cd 0.25 2.005 2.018 2.026
0.05 2.005 1.984 2.004
0.25 0.197 0.195 0.193
0.05 0.197 0.197 0.196
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TABLE II. Comparison of atom ratios for several
targets which were actually used for the cross-section
measurements.

atom ratio, az/acq

z/cd From sample From target
target weights?® assay?
Ag/cd 0.9754 0.957
Ba/Cd 0.7469 0.765
La/Cd 1.0592 1.003
Ce/Cd 0.9026 0.918
Gd/Ccd 1.9247 1.880

3SeeTable I for explanation.

targets each of Pr/Cd, Nd/Cd, Eu/Cd, and Gd/Cd
were made in which the atom ratios, sample solu-
tion concentrations and the solvents used for dis-
solving the reagents were varied. By utilizing hy-
drochloric acid, nitric acid, and aqua regia as the
dissolving solvents, targets were obtained in which
the target elements were deposited as different
compounds (e.g., chlorides or nitrates). For all
these cases, the atom ratios in the targets repro-
duced those expected from sample weights to with-
in a few percent,

E. Target Corrections

For an incident electron energy of 2 MeV, a
~ 2. 5-mg/cm?-thick target positioned at 45° with
respect to the incident electron beam can be con-
sidered as thin. The average energy loss for the
electron is only about 7 keV and the amount of
bremsstrahlung produced is not serious (see Ap-
pendix A). By a simple order-of-magnitude cal-
culation, it can also be shown that the excitation
of one element by the K x ray of the other amounts
to less than 2% of the K-shell ionization events for
the most unfavorable case studied. For low-ener-
gy x rays, however, self-absorption in the target
may be nontrival. To derive the proper correction
factors for this effect, a series of x-ray attenua-
tion measurements were made using the experi-
mental arrangement shown in the inset in Fig. 4.
X rays were produced by fluorescing a thin target
(A) of the desired element Z. The intensity of
x rays arriving at the detector was measured with
and without an interposed lens tissue Z/Cd target
(B), thereby determining an effective attenuation
factor e~". Uniformity of the target thickness was
checked by performing the transmission measure-
ments on different areas of the absorber. No dis-
cernible differences were found in any of the cases
that were investigated.

Having obtained 7n¢, the fractional target trans-
mission 7, defined as the ratio of the intensities
of x rays emerging from the target to the total
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x rays produced, could then be calculated for the
particular geometry of a target placed at 45° to
both the electron beam and the detector. The val-
ues of T, given by

T = (cos45° /nt)[1- exp(-nt/cos45°)] (2)

as a function of Z that were thus obtained are shown
in Fig. 4. The maximum deviation of any mea-
sured point from the smooth curve drawn is less
than 2%. The regularity of the curve is presum-
ably due to the similarity of the targets. That is,
they all had a Z/Cd atom ratio of about unity and
the lens tissue appears to absorb a rather uniform
amount of material of approximately 1 mg/cm? in
all cases.

III. RESULTS AND DISCUSSION

The measured Ka x-ray intensities were first
corrected for self-absorption in the target and for
absorption in the windows between the target and
the detector. No corrections were made for the
angular dependence of the emitted x rays, which
has been found to be isotropic.!’®> From the cor-
rected relative Ka x-ray intensities, the Ka x-ray
production cross section ok, was derived using

Ok, = NI/€ , (3)

where the quantities I and € are, respectively, the
relative Ka x-ray intensity and the relative detec-
tor efficiency at the Ka x-ray energy. The quanti-
ty N is the proportionality constant which normal-
izes our relative measurements to ok, =30.24 b at
Sn (Z=50). The latter value was derived from the
experimental K-shell ionization cross section of
44 +4 b, measured at 2. 00-MeV incident energy,
by dividing out the fluorescence yield value of 0.84

z
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FIG. 4. Fractional transmission 7 for the Ko x rays
of element Z in the Z/Cd targets. The experimental ar-
rangement used for the measurements is shown in the in-
set.
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FIG. 5. K-shell ionization cross sections (upper) and

Ko x-ray production cross sections (lower) as a function
of atomic number for 2.0-MeV incident electron energy.
‘The data are normalized to ox=43 b at Sn (Z=50). The
open and closed circles correspond, respectively, to
measurements with the Si(Li) and Ge(Li) detector sys-
tems. The half-filled circles represent data points
where the overlap of the two sets is better than 2%. The
solid curve is that calculated from the Kolbenstvedt (Ref.
8) theory. The value for Au indicated by a cross is taken
from Ref. 3. See text for a discussion of the normaliza-
tion and the error bars.

used in Ref. 3 and accounting for the KB/Ka tran-
sition probability ratio.!®

From the Ka x-ray production cross sections,
K-shell ionization cross sections were derived ac-
cording to the following relationship:

O = 0ky [1 + P(KP)/P(Ka))/wg . (4)

The values of the K-shell fluorescence yield needed
for Eq. (4) were taken from Ref. 19, using what
are referred to as “fitted values.” The uncertain-
ty in wy, given as “total uncertainty Awg” in Ref.
19, is propagated as an error in the present analy-
sis.?® Values of the radiative transition probability
ratios P(KB)/P(Ka) were taken from Ref. 18. Er-
rors in og arising from uncertainties in this ratio
amounted to less than 1%. In using these values of
wg and P(KB)/P(Ka), it is implicitly assumed that
multiple inner-shell ionization does not occur to
any appreciable extent. From such studies as
Refs. 21 and 22, this assumption appears to be
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justified for the range of elements studied in the
present investigation.

The results for the Ka x-ray production cross
section (lower) and the K-shell ionization cross
section (upper) are shown in Fig. 5. The open and
closed circles represent, respectively, data ob-
tained with the Si(Li) and Ge(Li) detection systems.
The half-filled circles represent those cases where
the overlap in the two sets of data is better than
2%. The measurement of Rester and Dance® for
Au at 2 MeV is also shown and is indicated by a
cross. The error bars on the data points include
uncertainties in counting statistics, background
subtraction, and absorption of the x rays either in
the target or in other materials. For the K-shell
ionization cross sections, errors in the fluores-

cence yields are also included. The absence of an
error bar implies that the uncertainty is less than

5%. With the exception of region IV (Z >66), how-
ever, the error bars do not include any contribu-
tion from the efficiency calibration of the two de-
tectors. The approximate efficiency calibration
uncertainties appropriate to the regions I and III
are depicted in Fig. 5 by the error bars on the
points enclosed in parentheses, those for region II
being too small to show on this scale. In region
IV the photopeak efficiency of the Si(Li) detector
has dropped off to the point where appreciable sta-
tistical uncertainty was becoming evident. For the
Ge(Li)-detector data points, the main source of er-
ror is the uncertainty in the detection efficiency
itself. Efficiency calibration uncertainties are in-
cluded in the error bars shown for region IV, in
addition to the errors previously enumerated.
Since the errors in the efficiency calibration are
primarily due to uncertainties in the detector
thicknesses, these errors are correlated such that
the upper error limit in region I corresponds to the
lower limit in regions III and IV and vice versa.
Within each of the first three regions, however,
the relative errors in the data points arising from

detection efficiency uncertainties are very minor.

Also not shown is a systematic error of +9% on all
cross sections resulting from the uncertainty of
+4 b in the absolute K-shell ionization cross sec-
tion for Sn as given in Ref. 3. The effect of such
an error would only be to move the entire set of
data up or down.

The most surprising result of the present mea-
surements is the observation of local irregularities
in the Z dependence in the Ka x-ray production
cross sections. That is, sudden drops in the cross
section are observed after V (Z=23), As (Z =33),
Ag (Z=417), and Ba (Z=56). Because of the errors
associated with wg, the corresponding structures in
the K-shell ionization cross section appear some-
what less prominent. The pronounced drop of 30%
in the cross sections at La (Z =57) is most apparent.
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As shown in Fig. 5, the results obtained with both
detectors indicate an abrupt change in the slope of
the data in this region. This phenomenon is espe-
cially surprising since all of the succeeding ele-
ments are also rare earths with very similar phys-
ical and chemical properties. Because of the un-
expected nature of these fluctuations, it may be
useful to recapitulate the considerations of possi-
ble systematic errors: (a) The effects of photon
(oremsstrahlung and x-ray) induced ionization was
shown to be negligible. (b) x-ray self-absorption
in the targets did not indicate any evidence for Z-
dependent selective attenuation. (¢) Errors in the
detector efficiencies can not produce local fluctua-
tions. (d) The target-preparation procedure was
checked to verify that the atom ratios in the lens
tissue targets reproduced those of the sample solu-
tions. This reproduction was found to be indepen-
dent of the amount of target material or the chemi-
cal form of the target elements.

The Kolbenstvedt® theory is the only existing
theoretical treatment for K-shell ionization by rel-
ativistic electrons that is applicable to the present
data. This theory predicts a smooth variation of
the cross section as a function of atomic number.
The curve drawn in Fig. 5 has been calculated us-
ing the simple analytical formula derived by Kol-
benstvedt. Although the local variations in the ex-
perimental K-shell ionization cross sections are
not accounted for by the theory, the general trend
of the theoretical prediction follows the experimen-
tal data rather well. In the medium-Z region (Z
~50), the agreement is excellent, but the predicted
cross sections are systematically too small in the
low-Z region (Z $40) and too large in the high-Z
region (Z60). This deviation in the heavy ele-
ments was also indicated by the measurements for
gold by Rester and Dance® at 2.0 MeV, and by
Berkner ef al.* at energies of 2.5 and 7.1 MeV.

No previous data are available for comparison in
the light elements. If allowance is made for possi-
ble errors due to the efficiency calibration in our
measurements, then these systematic deviations
may not necessarily be significant. Nevertheless,
the observed localized fluctuations would still exist
and would remain to be explained by theory.
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APPENDIX A

The calculation which follows demonstrates that
bremsstrahlung does not contribute importantly to
K-shell ionization in the target.

The targets used in the present experiments all

LI-SCHOLZ, COLLE, PREISS, AND SCHOLZ 7

measured about 1 mg/ cmz, exclusive of the weight
of the lens tissue. Since the 1 mg/cm? consists of
compounds of Cd and of elements Z, probably not
more than 0.5 mg/cm? is actually elements Cd and
Z, with the remainder consisting of elements H, O,
Cl, etc. The thickness of the lens tissue backing
is approximately 1.35 mg/cm?, For the sake of
simplicity, let the following approximate descrip-
tion be adopted for all targets: 1.0 mg/cm? to con-
sist of Cd and element Z with an atom ratio of 1:1
and 2.5 mg/cm? of C. These weights should also
adequately account for the additional thickness due
to the target being at 45° to the incident electron
beam direction.

For a target of atomic number Z, the differential
cross section do,,4 for bremsstrahlung in the ener-

gy range between iy and kv +d(hv) from incident
electrons of kinetic energy 7 is given by®

d0aq = 0,BZ2 [(T+myc?)/T] [dw)/hv] , (5)
where
0y = 17 (€%/myc?) = 0.580 mb/nucleus

and B is a slowly varying function of Z and 7, of
the order of magnitude of 10.

The number of quanta produced per electron is,
therefore,

dNg = do g qnt , (6)

where 7 and ¢ are the number of atoms/g and the
number of g/cm?, respectively. The number? of
these quanta which would be absorbed in the full
thickness of the target via the photoelectric effect
is

dNg (1 —e"’”)'szQn-rt s ()]
where
7= pZ*/ (w)? (8)

is the photoelectric cross section and p ~ 4 x10-%2
cm®MeV® (Ref. 23). The number of bremsstrah-
lung produced K-shell holes is therefore

Ny=["mex dNgnrt (9)
T
where the lower limit of integration I is the K-
shell ionization potential.

In the present three-component target system,
each of the three elements can give rise to brems-’
strahlung, and each element can be ionized by the
bremsstrahlung due to itself or the other two ele-
ments. Putting into Eq. (9) the quantities appro-
priate to any given pair of elements, carrying out
the integration and neglecting the contribution from
the upper limit, the K-shell holes in element 1 due
to bremsstrahlung produced by element 2 is

Ny (1, 2) = nytnats Z1Z306Bp [(T +myc®)/T](1/313) .
(10)
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Since
N1, 2)/N,(1,1) = n,t,Z%/n,t, Z2 , (11)

the total number of K-shell holes in element 1 of
the three elemental system is

N, (1) = Np(1,1) + Ny (1, 2) +N,(1, 3)
2

_ gty Zs n§t§Z§>
= Nb(l, 1) (1 + nltlZf + n1t12§ . (12)
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To ascertain the importance of the effect of
bremsstrahlung in the present experiment, the
number N,(1) must be compared to N, (1)=nt,0x(1),
which is the number of K-shell holes produced by
direct electron ionization. The ratios N, /N, cal-
culated for the Z/Cd targets used in the experi-
ments ranged typically from 0.8 to 1.2%. Correc-
tions to the cross sections due to the bremsstrah-
lung effect were neglected in the analysis.
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