
1'?00 LEVE SLUE, VER LET, AND KURKI JAR VI

' P. Schofield, Proc. Phys. Soc. Lond. 88, 149 (1966).
"J.Mc Donald and K. Singer (private communication).
' B. J. Alder and T. E. Wainwright, Phys. Rev. Lett. 18, 988

(1967).' M. Ross and P. Schofield, J. Phys. C 4, L305 (1971).
2'M. Wertheim, Phys. Rev. Lett. j.o, 321 (1963); E. J, Thiele, J.

Chem. Phys. 38, 1959 (1963).
N. F. Carnahan and K. E. Starling, J. Chem. Phys. 51, 635

(1969).
A. Rahman, Phys. Rev. A 136, 405 (1965).
J. P. Boon, J. C. Legros, and G. Thomas, Physica (Utr. )

33, 547 (1967).
'A. de Bock, W. Grevendonk, and W. Herreman, Physica

(Utr. ) 37, 227 (1967).' J. M. Luttinger, Phys. Rev. A 135, 1505 (1964).
P. G. de Gennes, Physica {Utr.) 25, 825 (1959).

P H YSI CA L RE VIEI A VOLUME 7, NUMBER MAY 1973

Kinetic Theory of a Dense Gas: Triple-Collision Memory Function

C. D. Boley and Rashmi C. Desai
Department of Physics, University of Toronto, Toronto M5S 1A7, Ontario, Canada

(Received 3 November 1972; revised manuscript received 15 January 1973)

We study the phase-space density-correlation function $(r t;p p') for a dense classical gaswithrepulsive

interaction using the language of memory functions. We derive the kinetic equation for S which is

valid at all wavelengths and frequencies but limited to second order in the density (triple collisions).
This model equation is, on the one hand, an extension of the earlier work of Mazenko to the next
order in density and, on the other hand, an extension to arbitrary wavelengths and frequencies of
some suggested generalizations of the linearized Boltzmann equation, The memory function for this

kinetic equation is shown to be compatible with symmetry properties, sum rules, and the conservation
laws. As an illustration of the hydrodynamics, we calculate the shear viscosity and show that the term
linear in density agrees with an earlier calculation by Kawasaki and Oppenheim. We also give the

analogous kinetic equation for the single-particle correlation function.

I. INTRODUCTION

A growing amount of attention has been focused
on the time-dependent. fluctuations of a classical
many-body system. The principal object of inter-
est is the correlation function

S(r - r ', t t' p p ')-

= ((f(rpt) —(f(rpt) ))(f(rpt) —(f(r p t )))),

where f(r pt) is the local density in phase space,

f(rpt)=Z 5(r- r (t))5(p-p, (t)), (2)

and the sum runs over the particles in the system,
with the phase coordinates (r, p„). The brackets
denote a thermal-equilibrium average. Among the
interesting quantities which can be determined from
S are the neutron- and light-scattering spectra'
and the transport properties. One of the most
practical ways of calculating S consists in con-
structing and solving the appropriate kinetic equa-
tion. This equation contains S and the memory
function Z, which accounts for the effects of inter-
particle collisions. Approximations for S are
phrased in terms of approximations to Z, since the
kinetic equation enables one to take into account the
secular effects in S due to streaming in phase
space. Among the useful approximations to Z which
have appeared recently are a weak-coupling expan-
sion by Akcasu and Duderstadt and Forster and

Martin, an expansion to first order in the density
m by Mazenko, 5 ~ and also a renormalized theory
for self-correlations by Mazenko. ' One of the
present authors has pointed out a simple derivation
of the low-density memory function.

The calculation of Befs. 3 —6 and 9 are either
implicitly or explicitly restricted to dilute systems,
the weak-coupling memory function being a special
case of the low-density memory function. A power-
series expansion of Z to each order in the density
is not permissible for all wavelengths and frequen-
cies, since divergent terms would arise from cer-
tain events involving four or more particles (in
three dimensions). ' The divergence would begin
in the third-order term of Z. This situation has
led to the development of renormalized theories,
in which clusters of particles are not isolated but
are allowed to interact in an approximate way with
the rest of the system. The associated memory
functions contain contributions from all orders of
the density expansion, and the transport coefficients
are not analytic in the density. The early memory
functions of this kind were appropriate to relatively
dilute systems, ' ' but that restriction has recently
been removed.

Although renormalized theories have the greatest
current importance in the theory of dense gases, it
is also of some interest to understand the remain-
ing well-behaved terms in the density expansion of
Z. This paper is concerned with that term, which
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depends on the dynamics of three particles and is
the extension of the original Mazenko memory func-
tion to next order in density. In calculating it, we
obtain the second term of a generalized linear
Boltzmann equation, which is valid for all wave
numbers and frequencies. No assumption of molec-
ular chaos or of functional dependence is invoked.
It is recalled that the Mazenko memory function
constitutes an extension of the linearized Boltzmann
collision kernel to arbitrary wave vectors and fre-
quencies, thereby taking into account the spatial
extent and nonzero duration of a binary collision.
Some of the consequences are that the implied
equation of state includes the second virial coeffi-
cient and that the transport coefficients include
correlational corrections to the Chapman-Enskog
results (these corrections start at first order in
the density). Recently, some very interesting
numerical results for the density-fluctuation spec-
trum of a hard-sphere gas have been obtained from
this equation. ' For this potential, the collision
kernel is independent of frequency. However, be-
cause of the spatial extent of the particles, the
spectrum can no longer be characterized only by
the ratio of wavelength to mean free path.

Similarly, the present work serves as a wave-
number-frequency generalization of the linearized
kinetic equation at next order in density. The
resulting equation is still consistent with the con-
servation laws and the known symmetry conditions.
Proposed equations of this order have been worked
out from the Bogoliubov prescription' by Choh
and Uhlenbeck' and, from another starting point,
by Green' and Cohen. " In the formulations of
Refs. 14-17, which make use of the functional
ansatz or similar hypothesis, the collision kernels
are independent of frequency. This arises, of
course, because time scales comparable to the
duration of a collision are smoothed out. The
kernels depend on wave number, although this de-
pendence is not explicit in the original formulations
since it occurs in the products of long-time stream-
ing operators. We have investigated the kernel
which follows from the Green-Cohen formulation
and have found agreement with the second-order
memory function only at k=0 and z = f0' (z is the
Laplace-transform variable). We have not been
able to carry through a similar analysis of the
Choh-Uhlenbeck kernel, although the two kernels
are generally thought to be equivalent. Since the
calculations with these kernels are quite special-
ized, they are deferred to another paper. '

As k- 0 and z -iO' the second-order memory
function becomes equivalent to an operator intro-
duced by Kawasaki and Oppenheim in their calcula-
tion of the first density correction to the shear
viscosity. ' We use this fact to verify that the mod-
el kinetic equation has the expected hydrodynamic

behavior, in that it leads to the known first-order
shear viscosity.

As with Refs. 14-19, our results are restricted
to force laws for which there are no bound states in
two- and three-particle systems. (By "bound state"
we mean a configuration at t=0 such that at least
two of the particles are still interacting at t- ~. )
Therefore we deal with short-range monotonically
repulsive forces. On account of the reasoning given
after Eg. (20), we believe that the Mazenko memory
function is also restricted to this type of force law.
Another way to verify this is to note that Mazenko's
generalization of the Boltzmann equation predicts a
bulk viscosity proportional to n, whereas it has
been shown that two-body bound states give a con-
tribution proportional to n to the bulk viscosity.

We can get a rough idea of the range of densities
for which the second-order kinetic equation is ap-
propriate by referring to the density expansion of
the pressure. A possible criterion is that the con-
tribution of the third virial coefficient (the first to
include three-body correlations) outweighs the con-
tribution of the fourth by a factor of 100 or so.
Referring for simplicity to a gas of hard spheres
of diameter xo, we obtain" nr0~0. 010. (If the ratio
of the second and third virial coefficients is used
to estimate the range of applicability of the first-
order kinetic equation, the upper bound is neo
&0. 0075. ) Both of these numbers will vary some-
what if other static quantities are used. Such es-
timates based on static properties like pressure
are probably very conservative. If, on the other
hand, we use a criterion involving a transport
property, the result is different. Experimental
measurements on the thermal conductivity of neon
have been found to fit a linear density dependence
very well up to about 120 amagat, which gives a
somewhat larger upper bound of net ~0. 065 (xo is
the Lennard-Jones parameter).

In Sec. II we calculate 5 through order n and show
that it fulfills the desired symmetry and sum-rule
conditions. We also note the analogous memory
function for self-correlations. In Sec. III we brief-
ly indicate that the kinetic equation containing the
approximate Z is consistent with the conservation
of number, momentum, and energy. Finally, in
Sec. IV we consider the long-wavelength low-fre-
quency behavior of this equation and show that it
leads to the expected first density correction to the
shear viscosity.

II. SECOND-ORDER EXPANSION

We first recall the basic kinetic equation for 8,
which has the form

(z —k ~ p) S(kz p p ') + S(k; p p ')

= f d'p Z(kz;pp)S(kz; pp'),



1702 C. D. HOLEY AND RASHMI C. DESAI

where the transforms are defined by

f(kt)= J dpr e '"'"f(rt),
(4)

f(kz) = i f, «e'"f(kt) (Im z )0),
and for simplicity the particle mass is set to unity.
The initial condition is

8(k; p p ') = n5(p- p ')(t&(p)+n h(k) ft& (p)p (p '), (5)

where (t&(p) is the Maxwellian distribution,

e(p) = (P/3z)'" ""
and h(r)+ 1=g(r) is the radial distribution function.
A large-z analysis of E(l. (3) shows that Z consists
of a static part which is independent of z, and a
collisional part which vanishes as z ' for large z:

Z(kz; p p ') = Z"'(k p) + Z '"(kz; p p ') .
The static part is given by

Z"'(k p) =- nc(k) k p P(p), (3)

where c(k) =h(k) [1+nb(k)] ' is the direct correlation
function.

A density expansion of the static part of Z re-
(luires no attention since the expansion of c(k) is
well known. If the approximation scheme for Z"'

were diff erent from that used for Z"', ambiguities
would arise in evaluation of the thermodynamic
properties of the system, which can be calculated
independently from Z"' and Z'". The most prac-
tical way of obtaining the first two terms of the den-
sity expansion of Z'" is to expand each side of the
kinetic equation and to collect terms of equal power
in the density. 3 To do this we need the expansion
of S through third order,

S=nS, +n S, +n S, + ",2 3

which is unphysical expect at short times and is
used only for obtaining Z. At this level it is not
particularly obvious why the combinations of the
S, 's which determine Z, and Z2 should be well be-
haved. However, we know that if Z does have a
second-order expansion the coefficients must be
given in terms of the S, 's.

The quantities S& are most easily obtained in
terms of the activity expansion, as was done in
Ref. 9. Thus we use the grand-canonical pre-
scription for averaging and eliminate the activity
y= eB~ (2&I/Ph )3 2 in terms of n by inverting the
first few terms of the cluster expansion. %'riting
the activity expansion as S=yS&+y2Sz+y3S3+ ~ ~ ~,
we obtain24

(1Oa.)

(lob)

S,'(rt; pp ') = &(r —pt)&(p- p ')y(p),

$P( t ppf) p l p(zf 1 3 )[e BH(12&+1fL( 12& e BHp(12&+f fLp(12&
1 p(x 1 3 )

3iid1d2

9/2 d3 i f f BH(123)+itL(1-23) -BH(12) BH(3)+(tL(12)+-1f L(3) SH(23)-SH(1&+i-t L(23)+ftI (1)—e —e

-sH(13) BH(2)+( tL(13)e 1 tL(2) 3e BHp(123)+f tI p(1-23) ] ( . 1 23 )
) I ) (1Oc)

N

iL()(l. ..N) = Z p„ (12a)

N
Q 8iL, (1.. .N)= —Q Vv(r —rB) ~

o&B epo cps
(13b)

In quantities like 1.0 the interaction is turned off.
The operators inside square brackets can be ob-
tained in an obvious way from the Ursell functions.
After expressing y in terms of n, we obtain the
coefficients in the density expansion:

where 1 stands for (r„p,), H(1. . .N) is the Hamil-
tonian of the N-particle system, and

N

p(x; 1.. .Ã)= 5 5(r- r )5(p- p )
a=1

with x = (r, p) and x' = (0, p '). Also, L = Lp+ Ll is
the Liouville operator, with

t)

~2 ~2 P)P1 t

~3 ~3 3pl~2+ [2p) 2 f d r cl(r)1&1 (13c)

(14)

cl(r) = f(r) J d r'f(r —r ')f(r ') .
Returning to the memory function, we take

Z=nZg+n Z2+ ~ ~ ~,2

and by expansion of Eq. (3) express Z, and Z2'in
the terms of the S&'s:

Z (kz ~ p p ')Q(p ') = —(z —k p ')

where P, is (minus) twice the second virial coeffi-
cient,

P, = f d'r f(r),
with f(r) = e +("& —1, and c,(r) is the first density
correction to the direct correlation function,

S =SF, (13a) x[(z —k ~ p)SS(kz;pp')+&2(k;pp ')], (1'la)
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&&(kz; p p ')0(p ')

=- (z —k ~ p')[(z-k p)S,(kz;pp')+S, (k;pp') where

x [L,(12)
pe~i�(12)]

G,(12)L,(12)p»(1), (18)

—J (f'p Z, (kz pg)S, (kz Pp')]. (17b) G,(l. . .N)= [z+L(1.. .N)] ', (19a)

Equations (10), (18), and (17) completely determine
the first two terms of the density expansion of Z.

The first-order term is the Mazenko memory
function, the collisional part of which can be writ-
ten in the form

g(c&(k . &) ( r) P dl d2 .(&z((3&

27( „V

N

p»(1. . .N)= Z t&(p- p, )e '"'~ . (19b)

The volume V is cancelled by integration over the
position of the center of mass. We note here one
aspect of the long-time behavior. If the particles
are followed along their trajectories, via r„(t)
=e"~" 'r, etc. , then Eq. (18) becomes

~ 00

Z("(kz;pp')Q(p')= —
'~~ e " ' '[L,(12)p~~ (12)]

~

dte(" fv[r, (t)- rz(t)] ~ ~5(p-p, (t))e '

(20)

For this to exist in the limit z is -(z is the infinitesi-
mal positive number), the factor following e("
should vanish at t- . Thus the two particles,
which were interacting at t =0 because of the opera-
tor L,(12), must be outside their mutual force
range by then. This is guaranteed only if there are
no bound states. All of the present discussion is
therefore limited to the use of short-range mono-
tonically repulsive potentials.

The second-order term is more complicated than

Zg because a third particle enters into the dynam-
ics. The details of the reduction of Z2 from Eqs.
(17) to the form given below can be constructed in a,

straightforward manner and are omitted here. The
collisional part can be written after some rear-
rangement as the sum of two terms, the first of
which depends on the details of the', . three-body dy-
namics and the second of which is proportional to

Z,"', namely,

~(c& ~ic& 2P F(c&
2 ~2a 1

with

q( &(k, , pp g, (P )=l " "
$(l)$(2)P(3)

(21)

x p,*~.(128)M(kz;p', 123)L,(12)P»(12), (22)

where M is the operator

M(kz; p '; 123)= e +(' 3' [k p '+ L(123)]G,(128)

—2e ~"('3&[k ~ p '+ L(13)+L(2)] G,(13)(z—k ~ p, )

&&@
" G (12) —e ~ ~'[k ~ p'+L(12)]G (12), (23)

l

and (&(123)= v(12)+v(13)+v(23). Equations (21)-(23)
are the primary result of this paper. In the second
term of Eq. (21) the third particle serves only to
modify the effective binary-collision frequency;
this represents an enhancement rather than a

~'"(kz; pp')4(p') = &'"(kz; p'p)4 (p), (24)

which follows for Z2" after an integration by parts.
Another way to see that this holds in the density
expansion is to recall that Z("(kz;pp')(t&(p'), con-
sidered as a matrix in p, p, is essentially the in-
verse of the symmetric matrix S(kz;pp '). Since
each member of the density expansion of S main-
tains the symmetry under p p ', so will each ap-
proximation to the inverse. More explicitly, S ~

satisfies

J (f'PS(kz;pp)S '(kz;pp')=5(p- p') ~ (25)

and its large-z expansion folloms readily from the
large-z expansion of S. Inversion of the kinetic
equation gives Z " in terms of S ' as

&'"(kz; pp ') 4(p ') =~4(p)4(p') S '«z'»')
I

+ ~ —zc(k)+c(k)k ~ (p+p') '. (26)

shielding since P, &0 for repulsive potentials. This
effect is analogous to the phenomenological en-
hancement of the collision frequency in the Enskog
theory of dense gases.

It can now be verified that some general proper-
ties of the memory function hold in the case of
Z2". By inserting the large-z expansion of S into
the kinetic equation and matching powers of z, one
can construct the large-z expansion of Z ", of
which the term proportional to z ' has been worked
out. It is automatic that Z2" will give these terms
correctly to order n~ (provided the potential is dif-
ferentiable) and we have verified this for the coef-
ficient of z '. The symmetry properties of Z"
can also be directly verified in the case of Z2"'. It
seems appropriate to comment on a few details
connected with the symmetry under interchange of
the momentum variables,
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The last three terms in brackets serve to subtract
off the terms in S ' which go as z or z' at large z.
Aside from ensuring the symmetry of the density
expansion of Z ", this relation has no further bear-
ing on the present work.

To ensure that the solution of the approximate
kinetic equation is symmetric under p p', we
must also specify the initial condition by using the
consistent approximation to the radial distribution
function. For the kinetic equation with the Eth-order
memory function, this approximation consists of
first expressing nh(k) in terms of nc(k) and then ex-
panding nc(k) to order /. This choice is dictated
by the fact that the direct correlation function is
expanded in the static part of the memory function.
[However, at moderately low gaseous densities
there is not much difference if nh(k) is truncated
at order / in the initial condition. ] The solution
of the fth-order kinetic equation (denoted by S"')
is then the inverse of the truncation at order l- 1
of the density expansion of S ', i. e. ,

(27a)

(3) 1 1 1 1 1 1 1 1"S"'= ---- —S —+~ ——S —+ —S —S—
vS, S, S, S1 S1 S1 S1 S1

(2Vb)

These expressions, which are the solutions of the
Mazenko equation and the equation of next order,
illustrate concisely how the coefficients of the den-
sity expansion of S determine physically useful
quantities. Of course the operation of matrix inver-
sion amounts to solution of the kinetic equation.

In more traditional kinetic theory, the problem of
the proper initial condition has been an unsettled
one. Many proposed kinetic equations are sup-
posed to be valid only after some initial randomiza-
tion time, and the degree to which the initial condi-
tion should contain the correlations is not clear.
The correlation-function approach bypasses both
this problem and the hypothesis of a succession of
characteristic times, by considering only a defi-
nite but representative class of irreversible phe-
nomena.

The memory function describes a dynamically
stable system if the imaginary part of Z " satis-
fies

J d'PdP'h*(p)[1m''"(kz;pp )]P(p')h(p )~0
(28)

when Imz & 0 (h is an arbitrary function). This in-
equality guarantees, among other things, that the
Van Hove scattering function is positive. Although
it holds for the true Z " and for the weakly coupled
and low-density limits, we have not been able to
prove it for the second-order approximation. The
left-hand side is then the sum of two terms, of

which the first (containing the Mazenko memory
function) is negative and the second can have either
sign. Since the second term is smaller by a factor
of neo relative to the first (r o is the range of inter-
particle force), we can expect the sum to be nega-
tive at sufficiently low densities. Correspondingly,
no general H theorem has yet been reported for the
triple-collision operators in the kinetic theory of
gases. This situation is reminiscent of a property
encountered in the activity expansion of the pres-
sure:

(29)

= f d P(r(k zpp)s(k zpp')

with initial condition s(pp )=n5(p —p')P(p). On ac-
count of the absence of radial correlations in the
initial condition, the memory functions o begins as
z ' for large z and has no static portion.

The method of expansion described earlier in this
section applies equally well to self-correlations
when one ignores dynamical correlations between
different particles. Thus, for instance, the second
term in the activity expansion of s has the form of
Eq. (10b), except that the sums implied in p(x; 12)
and p(x; 12) run over a common index. One finds
the first-order term ' in the density expansion to
be as in Eq. (18), with p„*~,(12) replaced by p,*~,(1).
The second-order term requires more attention,
and we eventually obtain

o,(uz; pp )y(p ) = ' y(l)y(2)P(3)

where

)& p" .(1)m(kz; p; 123) I (12)p (1)

—2P, o,(kz; pp')y(p ), (31)

m(kz; p; 123)=e ~~~ '[k p +I.(123)]G,(123)

-e-'"'"'[k p +1.(13)]G,(13)(z-k p, )

x e "' ' G,(12) —e " '[k p +L(12)]G,(12) . (32)

The first term and the sum are positive, but it
has been shown ' that the terms alternate in sign.
However, for a given temperature and force law
there is a range of activities for which Eq. (29) can
be truncated at a particular / and remain positive.

We conclude this section by citing the correspond-
ing memory function for the self-correlation func-
tion. The latter function, which we denote by
s(rt; pp '), describes the evolution of the distribu-
tion function for a test particle and contains the
spectrum measured in incoherent-scattering ex-
periments. It satisfies a kinetic equation of the
form

(z —k p)s (kz; p p ') + s (p p ')
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In this section we show why the second-order
memory function is consistent with the conservation
laws. A detailed discussion is unnecessary, since
the procedure has been established and illustrated
in the weakly coupled case4 and also carried out in
integral form at lowest order in the density.

Conservation of number presents no problem,
since one requires only that

fd'p Z'"(kz pp') = 0 (33)

which is verified by a glance at Z2" .
Verification of the conservation of momentum in-

volves construction of the stress tensor of the sys-
tern, which can be done if a factor of k can be ex-
tracted from the first moment of Z~" with respect
to p, with the balance well behaved as k-0. It
suffices to do this for Z~~" . Integrating Eq. (22)
and focusing on the last two factors, we note that

L~(12) f dsp p,.p»(12) = k& X,&(k; r~ rg) (s4)

with

X (k; r r ) = —2e ""&"2"'
S 2

—— e

r,r, dv(r) sin-,' k ~ r
rx~ d 'r 5ir - r, + r, ) y' dy k. r

thus separating the desired factor. The rest of the
term is finite as k-0 if the memory function itself
is finite in that limit, essentially because the same
collision operator appears in each expression. We
assume that any singularities would show up in the
additional limit of long times, or g -i«(Markovian
limit). This limit is discussed in Appendix A, and
one of the results is that Zz'" remains finite.
Therefore it can be concluded that the stress tensor
is well defined.

This stress tensor is related to the density ex-
pansion of the true stress tensor 7,&(rt; p ) of the
system (the latter quantity is as given in Ref. 4).
When the second-order kinetic equation is used, the
appropriate stress tensor 7',z' takes the form

I,"r(k zp ) = f d 'p [p, p~+u„(kz; p)] S'"(kz; pp ),
(s6)

where S' ' is the solution of the kinetic equation,
and

u&&(kz; p) = —5;& P [nf(k)+n c&(k)]+ T, &(k pz) .
(3&)

7,.&
is obtained from the first moment of nZj"

+n Z2", and the product u, &S' ' accounts for the

The discussion of the properties of Z'" can be
adapted without difficulty to 0, and we note in par-
ticular that o(kg; pp )g(p ) and its various density

~l
approximations are symmetric in p p . We do
not discuss self-correlations further in this paper.

III. CONSERVATION LAWS

two- and three-body correlations which occur inthe
potential part of the stress tensor. The point of in-
terest in the present discussion is the relationship
between u„. and v„., which is found to be

I

p, p, +u„(kz; p ) = f d'p[r„(kz; p) S'(kz; pp')], ,
(sa)

where [.. . ]g denotes the truncation of the density
expansion at order n . Hence it is the expansion
of 7,&S which enters explicitly into the present
kinetic theory. Of course, Eg. (38) continues to
hold formally at each higher order in the density,
although the individual functions T, &

may then no
longer exist as k- 0, z- ic.

Verification of the conservation of energy is less
straightforward, since the correlation function
«(Ft; p ) for the energy density has both kinetic and
potential contributions, and the latter part contains
a three-body correlation function. This difficulty
is overcome in the weakly coupled case by construc-
tion of a quantity which agrees with e at least
through order v, at all times, and which is con-
served by the kinetic equation. The same method,
with respect to n rather than v, also applies here,
and we merely indicate the appropriate energy den-
sity and current. First, the exact & and $ are re-
lated as follows:

«(kz,' p )=fd'p [-,' p'+E'"(kp) +E"'(kz; p)]S('kz; pp'),
(so)

and the separation of E'" from E"' follows from
the large-z behavior of this equation (E"'-z ' at
large g). These last two functions would be miss-
ing, of course, from a Boltzmann-like formulation
which omits the potential contributions. When the
memory function of order / is used, the appropri-
ate conserved quantity is

«"'(kz; p')= f d'p I,,'p'+[E"'(k)-+E ~(kz; p)]g)

xS"'(kz; pp ) (/=1, 2), (40)

which agrees with & through order n' but is not
the same as a density truncation of «. The sec-
ond-order quantity [ E",'+E'"]g can be calcula-
ted in straightforward fashion and will not be
given here.

The equation of motion of &'" follows directly
from the kinetic equation and implies that &"'. is
conserved if an explicit factor of k can be removed
from the expansion to order I of gE"'(kz; p )
+ f d p —', p Z"'(kz; pp ) as k-0. We have verified
that this is so for the functions in question again
in the case z-i&. The approximate current 3

"'
is related to the true energy current of the system
in the same way that the approximate and exact
stress tensors are related. This means that 3

'"
has the form
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In the limit of long wavelengths and low frequen-
cies, the hydrodynamical contraction of the de-
scription is supposed to take place, so that the
kinetic equation becomes equivalent to the linear-
ized Navier-Stokes equations. In this section we
verify that the second-order kinetic equation has
the expected hydrodynamic properties insofar as it
leads to the known first-order shear viscosity (as
first calculated by Kawasaki and Oppenheim~9).
Similar conclusions are expected in the case of the
other hydrodynamic parameters. Only the essen-
tial reasoning is presented in this section, and
computational details are relegated to the Appen-
dixes.

It has been shown that the transport coefficients
can be expressed directly in terms of the memory
function. In the case of the second-order kinetic
equation, there are contributions at all orders in
the density since the expressions involve, in part,
essentially the inverse of the memory function.
The terms of order yg, which occur in the shear
viscosity and thermal conductivity, are completely
determined by Z, and Z2. It is well known that at
low order the shear viscosity takes the form g
= rjo+ n(q«, + 2qrU, ) + ~ ~ ~, where rlo is the Chap-
man-Enskog value, the kinetic term g«z is due
to complete triple collisions and incomplete binary
collisions, and qr» arises from the (instanta-
neous) transfer of momentum in a binary colliswu.
In terms of the memory function, g«& is deter-
mined by the limit of Z&" and Zz" as 0-0 and z- i&, and g«& originates from terms of order k
and k in Z&", again as z- iq. The first of these
limits will be denoted by

limZI"(kz; pp') = i%(pp') (l= 1, 2) .
a-0

8 "$~

It has been showns that ~K& is the kernel of the
linearized Boltzmann collision operator. In Ap-
pendix A we calculate E&, which is real and has
the same collisional invariants as K&.

The shear viscosity will agree with the results
of Ref. 19 if K~ is equivalent to the appropriate
collision operator used there and if the contribu-
tions from collisional transfer are equal (of course
this second condition does not concern Z2). More
specifically, application of the hydrodynamic anal-
ysis4 to the second-order memory function shows

(42)

l' "'(kz; p ) = fd p [p -',p'+ J(kz; p)] S'"(kz; p p'),

(41)

where J(kz; p ) is the density truncation of

f d'pj"'(kz; p) S '(kz; pp ),
with j"' the potential part of the true energy cur-
rent.

IV. TRANSPORT PROPERTIES: SHEAR VISCOSITY

= -[f.P, + T.,(p)l 4(P) . (44)

We can identify g«& and gzv & by expanding the
solution and identifying the terms of first order.
Doing this, we see that g« ~ is given in terms of
an integral equation identical to the one found by
Kawasaki and Oppenheim, 3 provided that K2 serves
as the kernel of one of their operators:

(f",+ f,,&,)e(p)~(p) = —f d'u' ff2(pp')4(p')I (p')
(45)

for arbitrary h(p). We prove Eq. (45) in Appendix
B and conclude that the kinetic part of the first-or-
der viscosity is as expected.

Finally, the collisional-transfer term will be
noted briefly. From the first-order expansion of
Eqs. (43) and (44) it follows that g« ~ has the
form

1KU, l ~ f d P 4(p) Px Py ~rU(p) &

where U«satisfies

f d'f '&i(p~') &(p') &-(p') = f d'f 2 & '

(46)

&& f d xg d r2 P(1) Q(2) 1.~(12) G„(12)g(12) (47)

and g(12) is the potential part of the flux for shear
viscosity:

~(12)
rxtydS(f'')'

r"= r")- r~
(4S)

&he right-hand side of Eq. (47) is (minus) the
first-order contribution to T„,(p~) p(p~). py
straightforward use of two-body dynamics, Eqs.
(46) and (47) can be shown to be equivalent to the
expressions found by Kawasaki and Oppenheim.

An extensive program of calculations has been
carried out" for g«& in a gas of hard spheres.
Because of the mathematical intractability of the
three-body problem, this part of the shear vis-
cosity is not well understood for more realistic
potentials. In particular, it is known33 that the
attractive part of the potential and two-body bound
states plays an important role in the temperature
dependence of the first density correction q~(T).
At intermediate reduced temperatures (T*-10,
with T*= ke T/e and e the Lennard-Jones energy

that the viscosity has the form g = rl'+rl", where ri'

is determined by the solution of an integral equa-
tion with the same general properties as the one found
in the Chapman-Enskog method, and q" starts at or-
der g and is not needed here. Thus g' is given by

n'=P f d'f 4(p)[f„p, +T„,(p)] &(p), (43)

where T„(p) is the limit as &- 0 and z- i& of the
potential contribution to the stress tensor through
second order [cf. Eq. (37)] and V(p) satisfies

f d'p'[ &(pp')+ '&(pp')]A(p') &(p')
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'" (o; iV )e$ ) = -,",' ' e(1)e(2)e(3),.(»3)
)4

x[e-»(12)))G (123) 2z e-»(13)G (13)

xe»' 'G, (12) +e ~'~ 'G, (12)] L)(12)p (12), (Al)

where p~ is an abbreviation for p0~. For conve-
nience in comparison with Ref. 19, we split this
into two terms by writing the first e ~"' ' as
1+f(12) and the second e ~"'~z) a.s [e 8"u2) —2f (12)
xe ~v' ']+2f (12)e 8"' 3', with the result

Z&"(0z; pp') = Z&(z; pp') + Zz'(z; pp'),

where

(A2)

2'V" e(1) ~(2) e(3)p'(123)
4

x( -»&&z3&G (123)Z

Z2(z; Pp')0(I)') = —z

x G (13)G (12) +[e '"'"' —2f (12)e-'"'"']

x G, (12)}L)(12)pp(12), (A3)

Za (ziPP )e(p )=z y(I)y(2)y(3)e
V

x[G,(13)I. (13)p .(13)]f (12)

xG, (12)L)(12)p (12) . (A4)

Although neither Zz(z; pp') Q(p') nor Z2'(z; I)p')$(p').
is symmetric in p —p', the sum is of course sym-
metric.

We note that Z&' can be written as

Z2 (z; pp ) Q(p') = z Q (2)f (12)[Gv(13)L(13)

parameter), repulsive potentials lead to a qualita-
tively incorrect temperature dependence. For un-
derstanding of such detailed transport behavior of
real dense gases, the calculations of the memory
function presented in this paper are only one step
towards the ultimate goal. However, in a certain
range of temperatures (1 & T*& S), the transport
coeff icients and the density-fluctuation spectrum34
8(k~) are rather insensitive to the detailed nature
of the intermolecular potential, and here the sec-
ond-order memory function should be of use. Al-
ready, its comparison with the Bogoliubov-type
kinetic equations yields useful understanding of
the limitations of the functional ansatz. ~4

APPENDIX A: LIMIT OF Z(') AS k ~0, s ~ie

We reduce here the second-order memory func-
tion in the limit k- 0 and z- i&, in order to com-
pare it with the work of Kawasaki and Oppenheim. ~~

We first set k=0 and find that Z2" becomes, after
a little algebra,

x Q(1)rf&(3) e ~" 'p&. (13)]G (12)

Az'(PP )e(p ) = z —
y e(2)f (12)[G;.(13)L)(13)

xg(1)$(3)p&.(13)]~G„(12)L&(12)p&(12) . (As)

This can be seen to be finite by the same reasoning
which follows Eg. (20). As we show in Appendix B,
—K2'(pp') is the kernel of an operator t&,Z, intro-
duced by Kawasaki and Oppenheim. Similar rea-
soning involving the streaming operators at large
times show that in Z~ we can replace the factors
of e " e "' [preceding G,(13)1, and e
with unity as z- i&, with the result that Zz(z; pI)')- iK,'(pp'), with

If,'(Pp') e(p') = -. ~ e(1)e(2)e(3)p,.(»3)

x [G«(123) —2 is G«(13)G),(12)

+ G„(12)]L)(12)pv(12) . (At)

It is noted in Appendix 8 that —K~ is the kernel of
Kawasaki and Oppenheim's operator t"., which they
show to be nonsingular.

Therefore we have

limZ2")(kz;pp ) =iKz(pp ),
a-0

z" is

with K2 = K&+ K&' as given. above. K~ has colli-
sional invariants corresponding to particle num-
ber, momentum, and kinetic energy. We forego
the proof of this expected result, which is easy to
believe since K, and also the full K have the same
collisional invariants.

(AS)

APPENDIX B: RELATION TO KAWASAKI-OPPENHEIM
OPERATORS

In this appendix we give the details which were
deferred in Sec. IV, dealing with the comparison
of our work with that of Kawasaki and Oppenheim. '
In particular, we demonstrate Eil. (45), which in-
volves evaluation of the kernels of their operators
2„, t„, and t", . The first of these requires no ef-
fort since it is (minus) the linearized Boltzmann
collision operator. We define for arbitrary h(p)

&.4(P)I)(P) = f d'f)' A' '(PP')e(P')@(P') (Bl)

and the kernel K'~' is related to the limit of the

xI.,(12)p, (12), (A5)

where G, (12)=[z —L(12)], and as z- ie a familj, ar
argument shows that the factor g ~"' ' can be
dropped. Specifically, zG, (13) then goes into
e "~'~ ' with large v, and the streaming operator
separates particles 1 and 3 beyond their mutual
force range. Hence we have in this limit Zz'(z',
pp')- iKz'(pp'), with
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Mazenko memory function as 0-0 and z- i& by
Z''~' = —Z„with'

&i(Pp') 4(p') = —i 4(1) 4(2) p, (12)

K" '(pp')e(p') =
~ e(1)e(2)y(12)p, (1)

x G«(12)L,(12)p~(12) . (B4)

The combination needed in the discussion of the
first density correction to the shear viscosity is

In- integral form, we have

4.~.(p)4(p)&(p) = f d'p' K "&"(pp')p(p')I (p'),
(B6)

and after some algebra involving Eqs. (B2) and

(B4), the kernel becomes

K "~"(pp')y(p') = —. e(2)y(12)
V

x[G,(13)L (13)$(1)$(3)p .(13)]

x G„(12)L (12)p (12) . (B6)

Referring to Eq. (A6), we see that this is equiva-
lent to one part of the second-order memory func-
tion, namely, K "~~'(pp') = —Kz'(pp').

.xI,,(12)G«(12)L~(12)p~(1) . (B2)

The operator t&, is given by

f1~(pl)$(pl)A(p2) J d pz V J d xq d rq L~(12)G, ,(12)

xf'(12)p(1)p(2)~[h(p&) + h(p, )], (B3)

and the kernel K"", defined as in Eg. (Bl), works
out to be

where I.o= Lo(123). Since t", is acting on a function
of momentum only, all the explicit factors of Lo
can be shown to drop out. In the original form of
this equation, the G's contain free-streaming op-
erators for all three particles; however, one can
show that a free-streaming term in any G drops
out unless an interaction term for that particle is
also present, so that Eq. (B7) is correct. We
define the kernel as in Eg. (Bl) and find, after us-
ing translational invariance, permuting particles
1 and 2, and integrating by parts,

K""' (pp')4(p') = e, e(1)~(2)e(3)p, .(»3)

x [G~, (123) —2ieG&, (13)G&,(12)

+ G„(12)]Lg(12)pq(12) . (B6)

Reference to Eg. (A7) shows that this is related to
the remaining part of Kz by K""'(pp') = —Kz(pp').
Combining this with the result stated at the end of
the previous paragraph, we have

K" '(pp')+K "ic'(pp') = —K,(pp'),

which demonstrates Eq. (46).

Finally, we turn to the triple-collision operator
defined by Eq. (6.6) of Ref. 19:

f+(p, )P(p, )h(p, ) = — d2 d3 L&(12)JG, ,(123) (&+ iLO)
4

—iG«(12)(e +iI0) G~, (13) (e + iLO)

—iG(,(12) (E+ iI 0) Gt, (23) (&+ iLO) + Gt, (12) (E+ iLO)].

xe(1)y(2)e(3) ~ l (p.), (B7)
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Continuous-wave NMR was used to study the temperature dependence of the static nuclear magnetic

susceptibility of solid He' and solid mixtures of He" in He'. Measurements were performed in the

purest sample {3.7&(10 ' He' in He') at four molar volumes {21, 22, 23, and 24 cm'/mole) in the bcc
phase, and at several He' concentrations ranging from 3.7)&10 ' to 2.0)&10 — at 21 and 23 cm'/mole.
The temperature range of the measurements was from 0.95 to 0.32 K. The data were fitted to a
Curie —Weiss law with an rms deviation from best fit of less than 10-' and best values of the Weiss

constant 0 were obtained. Susceptibilities and temperatures were measured to better than 0.1%. The
temperature scale was based upon the susceptibility of the purest, most-dense sample. The desired

accuracy in the susceptibility measurements necessitated a new method of data reduction. The accuracy
in ihe extracted values of 0 was better than +1 mk. The values of 0 in the purest sample

(—0.24+0.82 mK at 21 cm'/mole, —1.03+1.06 mK at 22 cm"/mole, —1.49+0.27 mK at 23
cm'/mole, and —3.07+0.78 rnK at 24 cm'/mole) agreed within experimental uncertainty with those of
earlier workers, operating at lower temperatures. They provide a high-temperature check on those

measurements. The measured effects on 0 of the He" impurity are consistent with the work of Richards
and Homer, but the measurements show an improved accuracy. The data, as a function of x, the

atomic fraction of He", have been fitted to the equation 8(x) =I9 (1+gx}. Values of g of —430+450
and —19+10 were obtained at 21 and 23 cm'/mole, respectively.

I. INTRODUCTION

During the past decade there has been consider-
able theoretical and experimental 4 interest
in those properties of pure solid He, as well as
solid mixtures of He and He, which depend upon
the exchange interaction between He nuclei. Many
of these properties have been described by means
of a Heisenberg Hamiltonian

H„' = —2J' Z s) ~ fj (&)
(nn)

together with the usual dipole-dipole and Zeeman
terms, where J is the exchange energy and the no-

tation (nn) indicates a sum over nearest-neighbor
pairs only. In the presence of He4 impurities, a
second term~'~ has been added to Eq. (1) in order
to describe the exchange between a He' and a He'
atom;

(2)
(nn), g

where we have used a notation similar to that of
Balakrishnan and Lange. It is possible that the
presence of He4 in the He lattice also leads to
modification of Eg. (1) by creating a local distor-
tion around the He4 atom. ~3 This distortion might
produce an enhanced value of J.


