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Now I shall identify with I () the combination
U (x&) UB(x2) used in the body of this paper, and
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Substitution into (A5) then gives Eq. (12).
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The radiative decay of K-shell vacancies of argon, krypton, and xenon, and L-shell vacancies of
krypton and xenon, has been observed with a Si(Li) x-ray detector for thin gas targets of these atoms
excited by 1.5- to 5.0-MeV protons. X-ray yields were measured as a function of target thickness under
single-collision conditions, and inner-shell ionization cross sections were determined using atomic
fluorescence yields, The L-shell ionization cross sections obtained are in good agreement with
theoretical calculations in the plane-wave Born approximation. The K-shell cross sections show good
agreement with these calculations for the argon K shell, but fall above the theoretical values for
krypton and xenon, the discrepancy with theory increasing with increasing atomic number. The
binary-encounter model was also compared to the experimental K-shell ionization cross sections, and
for all gases the agreement is somewhat worse. KP/Ka relative intensities for krypton and xenon were
determined, and good agreement of these values with the results of experiments using other modes of
excitation is shown.

I. INTRODUCTION

Collisions between atoms and heavy charged parti-
cles at keV energies and above may involve con-
siderable energy transfer between the target and
projectile. This energy appears in the excitation
and ionization of the collision partners, with some

of the energy producing inner-shell vacancies. A
number of experiments have been carried out to
measure the inelastic energy loss for various col-
lision systems, and the results of these experi-
ments have indicated the need for more information
regarding the mechanism of inner-shell vacancy
production. Within the last decade, a number of
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workers have studied this phenomenon by observ-
ing the radiative decay of inner-shell vacancies
produced in collisions of energetic protons with a
variety of solid targets. In general, the ioniza-
tion cross sections that have been obtained are in
agreement with a theoretical model in which Cou-
lomb excitation is assumed to be the dominant va-
cancy-producing mechanism. This model has been
developed in the plane-wave Born approximation
(PWBA) by Merzbacher and Lewis' as well as in
the semiclassical binary-encounter approximation
(BEA) by Ga,rcia. For both approximations, the
ionization cross section rises steeply with pro-
jectile velocity v for v «u, the velocity of the tar-
get electron. For v-u, the cross-section curve
levels off to a broad maximum and then falls off
gradually for v»u. In the region of this maximum,
the absolute agreement between the two results is
within about 25/o, however, significant differences
in the energy dependence of the cross sections are
predicted. For incident energies below the maxi-
mum, the BEA curve rises faster than the PWBA
curve, with the former crossing over the latter
just before both finally level off. Garcia' has in-
dicated that the BEA fits experimental data on a
variety of solid targets better than the PWBA; how-

ever, by applying corrections for Coulomb deflec-
tion of the projectile, binding of atomic electrons to
the projectile, and polarization of initial atomic
bound states by the projectile, Brandt et al. have
shown that the PWBA gives a good fit to their mea-
surements of cross sections.

It should be noted that nearly all of the data re-
ferred to above are thin-target measurements.
Operationally, the distinction between a thin target
and a thick target is that self-absorptionand stopping
effects are negligible for the former. By eliminat-
ing the need to correct for these effects, the rel-
ative uncertainty in proton-induced cross sections
has been reduced from about 20% for thick targets
to about 5%%uo for thin targets. In particular, the use
of a thin gas target can minimize absorption and
stopping effects if single-collision conditions a,re
maintained. The motivation for this work has been
to establish reliable x-ray yields for conditions of
single heavy-ion-atom collisions for which stopping,
charge exchange, and recoil effects may be ex-
tremely important even in thin solid targets.

In this paper we report thin-target measurements
with the detailed extraction of absolute cross sec-
tions for targets of argon, krypton, and xenon in
collision with protons of 1.5- to 5.0-MeV energy.
I-ray-production cross sections were measured
and converted to ionization cross sections by using
recent experimental and theoretical values of
atomic fluorescence yields. K-shell ionization
cross sections were obtained for the three gases,
and these were compared to both the PWBA and

BEA calculations. In general, the shape of the ex-
perimental excitation function is in agreement with

theory, but the absolute values of the measured
cross sections agree with theory only for argon.
For krypton and xenon the measured values are
larger than the PWBA calculations by about 20%
and a factor of 2, respectively, and the deviations
with the BEA calculations are even greater. I--
shell ionization cross sections were obtained only
for krypton and xenon, and these are in good agree-
ment with the PWBA calculations. The relative
accuracy of the experimental cross sections was
limited to 6% by alignment conditions of the gas cell
and by uncertainties in the x-ray line shape due to
inefficient charge collection. This made impos-
sible a quantitative analysis of the goodness of fit
of the theoretical treatments to the experimental
excitation functions.

II. EXPERIMENTAL APPARATUS

Proton beams for the experiment were produced
by the KSU tandem Van de Graaff accelerator and
were momentum analyzed by means of a 90' bend-
ing magnet. The magnet, which was monitored by
a nuclear magnetic resonance probe, provided a
spread in beam energy of less than 5 keV. The
absolute calibration of the magnet was determined
to about 20 keV from threshold nuclear reactions.
The beam was directed into the beam line by means
of a switching magnet and was collimated by two

sets of tantalum slits before reaching the target
chamber. These slits served to define the gas-
cell alignment, limit the beam current, and re-
duce scattering from the edges of the gas-cell aper-
tures. The diameter of these apertures were 1.5,
2. 0, 2. 0, and 3.0 mm, front to rear. Beam cur-
rents of 500 nA to 1 p. A through the target were
typical. After passing through the gas cell, the
beam was collected in a large Faraday cup (having
a suppressor ring maintained at —300 V) and was
integrated by a Brookhaven current integrator.

A schematic diagram of the target chamber is
shown in Fig. 1. The gas cell was differentially
pumped by two 6-in. diffusion pumps, and a resid-
ual pressure of 10 to 10 ~ torr was maintained in
the beam tube. Target gas pressures were reg-
ulated by means of an MES Baratron capacitance
manometer coupled to a Granville-Phillips auto-
matic pressure controller. The absolute accuracy
of the manometer calibration was better than 10%%uo

at pressures between 1 p, and 1 torr, and the rela-
tive accuracy was considerably better. The gas
was normally operated at target pressures below
10 p, to ensure thin-target conditions in the inter-
action region. As vibrations produced by the pres-
sure controller considerably degraded the resolu-
tion of the x-ray detector, it was necessary to turn
off the pressure regulation circuit while accumulat-
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FIG. l. Experimental apparatus used for the deter-
mination of x-ray yields from gases under proton bombard-
ment.

ing data. Nevertheless, a precision in the pres-
sure setting of better than F/q was maintained for
all runs by continuously monitoring the pressure
drift.

X rays resulting from collisions in the gas cell
were detected by a. liquid-nitrogen-cooled Si(Li)
detector mounted inside the gas cell at right angles
to the beam direction. The detector, which was
drifted to a depth of 3 mm, had an active area of
80 mm and was maintained under separate vacuum
by means of a 0.025-mm beryllium window. The
detector was energy calibrated by means of a mov-
able Fe source mounted within the gas cell. The
energy resolution was typically about 200-eV full
width at half-maximum (FWHM) at 6 keV and 165-
eV FTHM at 1.63 keV. The interaction region of
the gas cell viewed by the detector was 1.70 cm in
length and the solid angle subtended by the detector
at 90' to the beam direction was G. 0136 sr. The
total geometrical factor used to normalize x-ray
yields was obtained by integrating the detector solid
angle over the interaction length. The value used
was 0.00175 em+7%.

The apertu es of the gas cell were made of graph-
ite in order to minimize the continuous x-|.ay back-
ground due to proton bremsstrahlung. However, for
proton energies above 3 MeV, a significant back-
ground was still observed. This was attributed to
scattering of high-energy y rays from nuclear re-
actions of ' C in the apertures. The background
became prohibitively large when the proton energy
was above 5 MeV, in which case the inelastic scat-
tering channel for ' C contributed to the background.
A characteristic x-ray background due to excitation
of the stainless-steel walls of the gas cell was also
observed. This ba.ckground, although reduced con-
siderably by lining the gas cell with graphite, posed
a problem in the interpretation of the xenon I. x-ray
spectra. This will be discussed in a later section.
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FIG. 2. Differential pumping configuration of the t'arget
chamber. Arrows indicate the general directions of gas
flow.

III. DATA NORMALIZATION AND ESTIMATED ERRORS

A. Electronic Bead Time

A pulsed optical feedback preamplifier was used
with the x-ray detector and, as a result, a signifi-
cant dead-time correction to x-ray yields had to be
made. This was done electronically by using the
amplifier gating pulse to count integr, .ted beam
current for amplifier live time only. Tests per-
formed with an x-ray source and two amplification
systems gave an accuracy of + 20/~ to this correction
technique even for counting rates of several thou-
sand x rays per second for which the system dead
time was over 80%. Under beam conditions of this
experiment, the correction was always less than
40%, even at the highest counting rates. The beam
current was reduced if necessary to satisfy this
criterion. Analog-to-digital converter (ADC)
dead time was also monitored in this experiment,
and numerica. l corrections of up to 5% were made
to the integrated yieMs to take this into ~ unt.

B. Target Thickness

The number density of gas atoms used to convert
x-ray yields to single-atom yields was 3. 30~10'
Pr atoms/cc~, where I'r is the target pressure in
microns, and where it is assumed that the devia-
tion of the gas temperature from 20'C is negligi-
ble. P& is not necessarily the same as the pres-
sure P& indicated by the manometer, because the
flow of gas through the large gas-cell apertures
can cause a, pressure gradient between the manom-
eter and the cell. The following analysis of this
effect provided a means of experimentally deter-
mining the magnitude of the necessary corrections
to Pg.

Figure 2 is a schematic diagram of the target
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FIG. 3. Inverse of the krypton L x-ray yield as a
function of the square of the gas-cell-aperture diameter
d. The yield has been normalized to l-p, manometer
pressure and1-pC, 'collected charge. The incident proton
energy is 3 MeV.

chamber with the pertinent quantities labeled. Sz
is the pumping speed of unknown restrictions from
manometer to cell, 8 is the pumping speed through
each inner gas-cell aperture (assuming that aper-
tures of the same area have the same pumping
speed), and P, is the pressure of the intermediate
region. Since a 700-1/sec diffusion pump is con-
nected directly to the intermediate region of the
gas cell, it is a reasonable assumption that PI is a
well-defined pressure. Conservation of mass re-
quires that

(P~ —Pr) S~ = (Pr —Pr) (2S)

To simplify Eq. (1), it is assumed that PI «Pr and
that S is proportional to the aperture area. Equa-
tion (1) then reduces to

Pr = (1+bd ) 'Pg, (2)

where b is a gas-independent constant that must be
determined.

Under thin-target conditions, the gas-cell pres-
sure P& is proportional to I, the observed intensity
of x rays. By measuring the x-ray intensity at anum-
ber of pressures, one can experimentally determine
the pressure-independent yield I'=- M/&P„ for a
given aperture diameter d. Then using Eq. (2),
F is related to d according to

I/Y=c(l+bd ),

where c is a constant which depends on the x-ray-
production cross section for each gas. For five
different aperture sizes ranging from d=-1.0 to 3.0
mm, the value of F was measured for Ar K, Kr
&, and Kr L x rays. The incident proton energy
was 3.0 MeV and the beam diameter was restricted
by slits to 0. 5 mm in all cases. For the three lines,
the value of the pressure correction, b, was ex-
tracted using a linear least-squares-fitting routine.
The results of the fitting procedure for Kr I x rays

are shown in Fig. 3. Similar results were obtained
when this procedure was carried out for the other
lines. The values of b obtained in the three cases
agreed to within 10/0, and the mean value of 5
=0. 13 mm was chosen to make the pressure cor-
rection. For the data presented in this paper d
= 2. 0 mm so that the following correction was ap-
plied to P& in order to obtain P&..

Pr = (0.66 *0.04) Ps.

C. Absorption of X Rays and Detector Efficiency

For x rays below 5 keV in energy, absorption be-
tween source and detector is an important factor
in obtaining x-ray-production cross sections.
Absorption occurs in the target gas, the beryllium
window, and the goM and insensitive silicon layers
of the detector. Self-absorption in the gas targets
is negligible and amounts to less than 0.01% (as
determined from mass absorption coefficients of
Storm and Israel" ) for all the x rays observed in
this experiment. However, absorption in the re-
maining three layers must be taken into account in
determining detector efficiency and absolute cross
sections.

Published experimental efficiency curves for
Si(Li) detectors have been obtained' '; but, these
do not cover the energy region of the lines observed
in this work. This lack of absol. ute efficiency stan-
dards is a. fundamental problem which has not been
solved for low-energy x-ray detectors in general.
The experimental uncertainties associated with the
higher-energy efficiency curves suggest that a the-
oretical calculation may be as accurate at the pres-
ent time. The problem with this type of calcula-
tion is that the thicknesses of the absorbing layers,
in particular the gold and silicon layers, are not
well known, and one must use manufacturer spec-
ifications for the purity and thickness of the berylli-
um window. Nevertheless, a reasonable estimate
of the efficiency can be obtained when absorption
due to the gold and silicon layers is small. This
method has been used to compute an efficiency
curve for the detector. Such a curve has also been
calculated by Marrus and Schmieder" for a window-
less Si(Li) detector in the energy region below 5
keV.

To compute the efficiency curve, we used the fol-
lowing thicknesses: 0.025-mm*20/p Be, a dead
layer equivalent of 0. 1-p, Si at 6 keV as estimated
by the detector manufacturer, and an average 20-
p, g/cm Au. Absorption coefficients were taken
from the work of Storm and Israel. " The results
are plotted in Fig. 4 along with separate absorption
curves for each of the three layers. At energies
below 2 keV, . absorption in the beryllium window
dominates, and the correction can be estima, ted to
about 20'%%up accuracy from the thickness specifica-



ment or beam-fo-focus1ng conditions the F
d.....t ..ll„t ll
interaction regi th

a particles which ass tpass hrough the
region, then the e crimregi th xp 'mental cross

m1 e too large. Thi
greatest a.t low

g . This problem should be
8 a ow proton energies where oo

focusing is most d'ff
ere good beam

prove as the roton
1cult to obtain anand should im-

e proton energy increases. Thu
relative error wh' h

us, a
1C eCreaSeS aS be

increases m b
beam energy

, ma. y e 1ntroduced 1nto t e eros
t f n x-ray line.

In order to examine this o
atic all

1s possible error system-
y, we have taken du licate

argon K kr
p 1ca e sets of data for

rypton L, and krypton K x ra
o .5 MeV. These two

eren ays so that ali n
beam-focusin c d't'con i ions could be e

1gnment and

different for the tw
expected to be

that for a iven
r e o runs. It was 'indeed observed

were drawn through both sets ofo sets of data for argon K
s, e ratio of x-ra ields e '

y y' s between the two
s a a given collision ener vs a a ' ' '

rgy varied linearly
a MeV to 0.884 at 4. 5 Mea M . eV. This

be noted that the rati t 1
y e circles in Fig. 5.

below the straight 1'
e ra io at 1.5 MeV falls conslder ably

ig 1ne joining the other1g
' ' er points.

in lca ive of the difficult in
the beam through the

u y 1n focusing
ug e gas cell at this ener.....d„....;..1c gave higher x-ra y y1elds,

p earne e ect of incom lete b

gas- cell-aperture 1'
m 1ng discrete chan es '

ges ln the
ure a ignment and ma inpplIlg out de-

c argon K x-ray yield from '
y rom its mini-

1s m1nlmum was assume
for conditions of 1OO%%u sm
the gas cell when the r

8 o 0 beam transm'smlss ion through

p oton beam was rest t d

0 .7

v) .6

CL

.4-

i

X-RAY ENERGY (keV)

FIG. 4. X-ray absorption cuxv'es for thor 6 Be window~
Q 6 dead slllcon lager of the Si(Ll)

x rays below 5 k V
'

6 0 a efficient CurV6 Of

e i.s also shown.
f the detectol for

tlons supplied by the manufacturer. F
e e iciency is estimated to

For x rays near 3 keV, the abeV, the absorption is compa, -
tlon here cana ree layers. The correc '

of the uncertaint
e o an accuracy of onl 50y ig because
r aln y in the thickness of the o

x rays, the estimated efficiency is
and for xenon L x ra 8 it i

the xenon I x-
x rays it is 95+ 2%%. Since

on x-ray spectrum extends ov
energy range (3.7-5

en s over a wide
latter efficiency— .3 keV) the la

aine y weighting the efficienc f
resolved peak of th

'
ncy or each

that peak. Th'
o e spectrum b thy he 1ntensity of
is should be a, valid r

the ca,lculated d
i procedure since

92 to 97%%uo over th'
e etector efficienc only on y val'1es from

g over this energy range.
The efficiencies used for the x ra s r

e ermined from the effe
' '

in the active depth of the det
ect1ve absorption

of kr
o e etector. For the E x rays

o rypton and xenon the followine o owing efficiencies were
a. eoretical curve su liedpp xe by the manu-
r o'. , 100 o, Kr KP, 100%; Xe Ka, 51%;

A fact which may affect the detectA fa e etector efficiency is
nce o impurities in or on tr on the Be window.

sour'ce of systemat 1c error ha, s not
ln e results of this experiment.

i.o I I

Q UNCORRECTED

A CORRECTED

0
I

2 5 4 5
PROTON ENERGY(MGV)

FIG. 5. Comparison of argon g z-rax-r@' 37ields [F(3.) and
«e days. The ratio Fil)/

as a Qctlon of incident proton energy for
c es as well as for thhe datawith a co-
o»ncomplete bea Q

aQgles) ~

p beam transmission (t '-

D. Beam Transmission

A critical factor in bt 'A ' o alning x-ray yieMs 1n gas
earn transmission through

e ~ ~
o'win to 1g mpr oper aperture

WINTERS, MACDONAI D, BR
y i ~

I D, BRO%'N, EI I SVORTH A ND CHIAO

I



INNER-SHELL IONIZATION CROSS SECTIONS OF ARGON. . .
9-

8

7-

UJ g

o- 4-
CL b

$ I-

Q0 5 6 9 12 |5 I 8 P. l 24 27 50
PRFSSURE (mjarOn)

FIG. 6. Yield of Kr L x rays vs manometer pressure.
The yields are normalized to a constant value of collected
charge, and the incident proton energy is 3 MeV.

in diameter by the beam line slits. In this way,
corrections to previously determined x-ra, y yields
at 2 and 4 MeV were obtained. By assuming a lin-
ear relationship between the magnitude of the cor-
rection and the collision energy, a correct'on fac-
tor for incomplete beam transmission at each col-
lision energy was determined. These corrections
varied from 0.91 at 1.5 MeV to 0.97 at 5.0 MeV.

When the corrections are applied to the data, the
x-ray-yield ratios indicated by the triangles in
Fig. 5 were obtained. These indicate that the cor-
rection technique has made the energy dependences
for the two sets of data more nearly consi. stent with
each other, the deviation of the ratios from a con-
stant value being only about 8% over the energy
range of 2 to 4. 5 MeV. An average discrepancy of
about 10% in absolute yields still exists at all inci-
dent energies (except at 1.5 MeV, where it is 20%
but this may be the result of unavoidable changes
in operating conditions such as the absolute deter-
mination of solid angle from one run to the next.
The corrections determined above were also applied
to the krypton and xenon x-ray yields which were
taken under the same conditions as the argon K x-
ray data. Where applicable, the corrected set of
data was averaged with the duplicate set in order
to obtain values from which to calculate cross sec-
tions. In applying this correction to account for
inefficient beam collection we have obtained a
weighted a.verage of duplicate data sets with the
lower set of data. weighted as the better of the two.

The use of the above procedure is believed to
reduce the relative error due to possible misalign-
ment of the gas cell, and the absolute uncertainty
in the data caused by incomplete beam collection is
estimated to be less than 10%.

IV. DATA ANALYSIS

A. Extraction of Yields

For each target gas at each energy, x-ray yields
were measured for at least five different target
thicknesses with manometer pressures from 9 to

10 p, . At these pressures, and even up to pres-
sures of 30 p, the growth of the x-ray yield with
manometer pressure was strictly linear, effective-
ly ensuring single-collision conditions. This is il-
lustrated in Fig. 6 in which the yield of krypton L,

x rays resulting from 3-MeV proton bombardment
is plotted as a function of manometer pressure.

The experimental points for each target gas and
bea, m energy were fitted by a linear least-squares
routine o to obtain the yield of x rays per micron of
pressure recorded on the manometer. By using
this procedure, errors resulting from statistical
uncertainty in the x-ray counts and relative uncer-
tainty in the target thickness were less than 2% for
krypton I-, xenon I, and argon K x-ray yields and
less than F/0 forkrypton K and xenon K x-rayyields.

Sample spectra obtained on the TMC multichannel
analyzer for argon and krypton x-ray lines are
shown in Fig. 7. The procedure used to obtain x-
ray yields from such spectra was to set markers
on either side of the x-ray peaks at the points where
the peaks merged into the background and then to
sum the counts channel by channel between the
markers. For argon, no attempt was made to re-
solve the Ko,'and KP peaks for purposes of integra-
tion, In the case of krypton, however, the Kn and
KP peaks were well resolved so that the peaks could
be integrated separately in order to obtain KP/Kn
relative intensities. The krypton L x-ray peak
showed no signs of structure and no effort was made
to extract separate lines from the data.

Integration of the xenon L x-ray spectrum was
complicated by the existence of background x rays
resulting from excitation of the stainless-steel
walls of the gas cell. In particular, the Cr Kn line
(5.411 keV) overlapped the xenon I.ya, peak. This
is shown in Fig. 8(b) at an incident proton energy of
4. 5 MeV. For comparison, Fig. 8(a) shows the
xenon I. x-ray spectrum at an incident proton energy
of 2 MeV for which the background peaks are too
weak to be observed. To correct for this back-
ground, an analysis was made of the spectra ob-
tained in proton bomba, rdment of argon targets.
For these spectra, the background peaks were well
separated from the Ar & line so that the Cr En and
Fe Kn peaks could be integrated and their relative
intensities determined. After obtaining average
relative intensities [Ko, (Cr)/Ko. (Fe)] at each energy,
these ratios were multiplied by the Ko.(Fe) yields
for each xenon spectrum to obtain the correspond-
ing Ko. (Cr) yields. For incident energies below
3. 5 MeV, the background correction was negligible;
however, for higher incident energies the correc-
tion amounted to 1 to 4% of the total xenon I x-ray
yield. The uncertainty in this correction technique
is estimated to be less than 5%.

For all the x-ra.y lines except the xenon A" lines,
large peak-to-background ratios were maintained.
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These ratios varied from 50: 1 at the lowest proton
energies to 100:1 at the higher energies. For this
reason, it was unnecessary to make background cor-
rections to x-ray yields prior to application of the
linear fitting procedure to the data taken at a num-
ber of different target pressures. This procedure
then corrected automatically for the pressure-inde-
pendent background component. For the low-inten-
sity xenon E x rays, on the other hand, the back-
ground was a major consideration (see Fig. 9).
For all xenon E x-ray spectra, peak-to-background
ratios never exceeded 4:1; consequently, linear
background was subtracted from all x-ray yields

prior to the application of the fitting routine for
the different target thicknesses.

In addition to the pressure-independent back-
ground, a pressure-dependent background was ex-
hibited on the low-energy side of all x-ray lines
except the xenon E lines, for which the effect was
too small to observe. Slivinsky and Ebert" have
reported a tailing behavior of x-ray lines detected
by a Si(Li) detector, and they have attributed this
to inefficient charge collection in the detector. The
following factors suggest that for our data the pres-
sure-dependent tailing to a large extent represents
real x-ray events reduced from the full-energy peak

0)
2

(b) FIG. 8. Pulse-height spectra for
the xenon r x-ray lines at incident
proton energies of (a) 2 MeV and (b)
4.5 MeV.

0
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FIG. 9. Pulse-height spectra for the xenon XQ. and KP
x-ray lines for 5-MeV proton bombardment.

and related to phenomena. in the Si(Li) detector:
(i) Variations in beam focusing and gas-cell-align-
ment conditions do not affect the counts in the tail
relative to the peak, while the pressure-independent
background may change radically as a result of en-
hanced slit-edge scattering. (ii) The intensity of
the tail shows the same dependence on incident
proton energy as the corresponding x-ray line.
(iii) The spectrum of an ' Fe z-ray source also ex-
hibits such a tail, with the relative intensity of the
tail dependent upon operating parameters such as
threshold levels and gain. In all cases, this
amounted to less than 15% of the pressure-nor-
malized x-ray yields. Restricting the x rays en-
tering the detector with a collimator did not signif-
icantly reduce the tail without severely reducing
the detector area. However, with the same gas-
cell detector geometry, the contribution of the tail
to the pressure-normalized yields of an x-ray line
differed by as much as 30%%d on different runs. This
was true for both Ar & and Kr I x-ray lines and

suggests that detector operating conditions may be
a contributing factor to the discrepancy (see note
added in proof).

In light of these considerations, the x-ray yields
that we have used to calculate x-ray-production
cross sections include contributions from the pres-
sure-dependent tail for the argon K, krypton L,
and xenon L lines. For the krypton K lines, much
of the tail was obscured by background peaks of
lower energy and was not fully included in the yields.
Clearly, the position of the low-energy cutoff of the
detector will affect the x-ray yields as determined
above. Extending the tail linearly to zero x-ray
energy results in no more than a 5% increa. se in
cross sections. It is clear that a better understand-
ing of the spectral response of Si(Li) detectors is

X-ray-production cross sections were calculated
from x-ray yields according to the thin-target for-
mula,

(5)

where I is the x-ray yield corrected for electronic
dead time and pressure gradient, N is the number
of target atoms per unit volume, ~; is the number
of incident protons, & is the detector efficiency for
the particular x-ray line, and LQ is the solid angle
integrated over the interaction length viewed by the
detector.

Ionization cross sections were obtained by divid-
ing the x-ray cross section by the fluorescence
yield. K-shell fluorescence yields used were taken
from a table of 'most reliable" values compiled by
Bambynek et al. ' These were 0.122 for argon,
0.666 for krypton, and 0.894 for xenon. Fluores-
cence yields used for the L shell were 0. 0241 for
krypton from theoretical calculations of McGuire'
and 0. 11+0.01 for xenon reported by Bambynek
et al. ' from the experimental work of Hohmuth and
Winter. ' The krypton L-shell fluorescence yield
has been corrected for Coster-Kronig yields, also
calculated by McGuire. ' Experimental L-shell
fluorescence yields for xenon show agreement of
better than 10% with theoretical I.-shell results. "
Although no recent measurements of the krypton
L-shell fluorescence yield exist for comparison
with theory, it is not believed that the choice of
fluorescence yield contributes substantially to the
uncertainty in the reported ionization cross sections.

C. Error Analysis

For all the x-ray lines studied, contributions to
the absolute uncertainty in the yield are estimated
as the following: 10% from the manometer cali-
bration, 7% from the interaction length and solid-
angle integration, 7/o from the target thickness
correction for the pressure gradient in the gas cell,
and 10% from corrections for incomplete beam
transmission. In addition, the data-analysis pro-
cedure contributes a 7/o uncertainty for the Kr L,
Ar &, and Xe L lines and a 10% uncertainty for the
Kr K and Xe K lines. This latter source of uncer-
tainty includes statistical errors as well as errors
due to pressure fluctuations and spectrum inte-
gration procedures. Uncertainty in cross sections
due to detector efficiency is estimated to be 10/o
for Kr L, 7% for Ar K, 2% for Xe L, 10/o for Xe K,
and negligible for Kr K x rays. No estimate of un-
certainty has been made for impurities in or on the
Be window of the detector. If this systematic er-
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FIG. 10. Experimental x-ray-production cross sec-
tions {in units of cm /atom/proton) as a function of in-
cident proton energy for argon, krypton, and xenon tar-
gets. The relative uncertainty in the data is given ap-
proximately by the size of the symbol.

ror is significant, then the reported cross sections
are too small.

The above uncertainties result from corrections
that have been included in the data analysis. A
total uncertainty in the x-ray-production cross sec-
tion is obtained by adding the uncertainties in quad-
rature. (It should be noted that the uncertainty in
beam transmission is omitted from this procedure
since incomplete beam transmission can only serve
to raise the x-ray yields above some minimum val-
ue. This source of systematic error is estimated
to contribute an uncertainty of less than 10% in the
direction of decreasing cross section. ) This
amounts to about 17% for all the x-ray lines stud-
ied. In cases where independent sets of data from
different runs for a given line have been averaged
together (Ar A, Kr L, Kr K at 1.5 to 4. 5 MeV), the
absolute uncertainty is reduced to about 14%.

The relative uncertainty between cross 'sections
at different proton energies-for a given line is con-
siderably less than the absolute uncertainty since
the only contributions to the former are from beam
transmission and analysis of x-ray yields. For all
the x-ray lines studied, the relative uncertainty is
estimated at 6%. This estimate is borne out by a
typical scatter of 5% in the data, points from a
smooth dependence of x-ray-production cross sec-
tion as a function of collision energy (Fig. 10). Al-

We have measured x-ra, y-production cross sec-
tions for E x rays of argon, krypton, and xenon
and I. x rays of krypton and xenon under proton
bombardment. These cross section are plotted in
Fig. 10 as a function of the incident proton energy.
A summary of the x-ray-production and ionization
cross sections is given in Table I. Where applica-
ble, the contribution of the spectrum tail and the
pressure-dependent background of the x-ray peak
to the cross section is given in parentheses.

K-shell ionization cross sections determined
from these results are shown in Fig. 11 for argon
and Fig. 12 for krypton and xenon. Also shown
are the theoretical results of the PWBA (solid line)
and BEA (dashed line) treatments The. scaling of
the data by E-shell binding energy I& is the same
as that used by Garcia. The argon data lie near
the peak of the excitation function in the region
where the BEA curve crosses and goes above the
PWBA curve. Absolute agreement of the experi-

I I ~-I
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Al

I 5
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)

I I I I
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FIG. 11. Z-shell ionization cross sections for argon.
The cross section ag is scaled by the square of the bind-
ing energy IE of an argon K-shell electron, and the colli-
sion energy E is scaled by the inverse of this quantity.
The solid line is the PWBA result {Ref. 21) and the dashed
line is the BEA result {Ref. 7). The absolute uncertainty
in the data is indicated by the error bars.

though this uncertainty is small enough to allow a
qualitative comparison between the ability of the
PWBA and BEA calculations to fit the experimental
data, it is believed possible to reduce the uncer-
tainty to a few percent with a better analysis of
beam normalization through the gas target and a
more detailed understanding of the detector re-
sponse function.

V. RESULTS AND DISCUSSIONS

A. Cross Sections
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TABLE I. X-ray-production and ionization cross sections.

Collision
energy
(MeV)

1.5

X-ray-production cross section (barns)
ArK Krz XeZ Krl.

6.23 1570
(5.7) (4.2)

319
(11.8)'

290
(14.6) 2610 9.35 66000

Ionization cross section (barns)
KrE XeZ Kr I Xe I

2640

2.0

3.0

457
(11.8)

553
0.2.5}

638
(12.2)

725
(12.0)

13.2
(3.4)

22. 5
(4.7)

36.6
(5.2)

47
(5.3)

1880
(2.8)

2040
(4.2)

2220
(5.4)

2190
(4.5)

430
(13.5)

558
(12.4)

678
0.3.8)

869
(12.5)

3750

5230

5940

19.8

33.8

55.0

71.2

79300

86200

93800

92300

5070

6160

7900

4. 0 761
(13.8}

63.8
(4 6)

2230 979
(4.9) (12.7) 6240 95.8 94100 8900

799 79.2 4.73 2220 1046
(12.7) (5.2) (4.6) (12.6) 5.29 93700 9510

5.0 868 102 6.64 2330 1154
(9.2) (6.6) (4.2} (12.9) 7110 153 7.43 98500 10500

Where applicable, the contribution of the pressure-dependent background yield to the x-ray-production cross section
is given in parentheses under the cross section.

mental data with the PWBA is good; however, the
BEA curve lies slightly above the limits of absolute
error indicated by the error bars. For krypton
and xenon, the data lie in the region where both the
BEA and PVfBA are rising steeply with collision
energy, corresponding to the incident proton ve-
locity being considerably less than the mean ve-
locity of the K-shell electron. Neither theoretical
treatment fits the experimental results for krypton
and xenon, the data being consistently higher than
the PVfBA, which is above the BEA in this region.
In fact, for all the experimental K-shell ionization
cross sections, agreement with the theoretical cal-
culations becomes progressively worse as the
atomic number of the target increases. %hereas
the argon data show good agreement with the PWBA,
the krypton data are about 30% greater, and the
xenon data are over twice as large. A possible
explanation of this trend is that relativistic effects,
which are ignored by both the PWBA and BEA cal-
culations, may be increasingly important for the
tightly bound krypton and xenon K-shell electrons.
It should be noted, however, that initial- and final-
state polarization of the target electron may also
contribute to the observed discrepancy above theory,
A quantitative analysis of such effects has not been
made in this paper.

Our experimental L-shell ionization cross sec-
tions are plotted in Fig. 13 for krypton and Fig. 14
for xenon. Also shown are the results of the P%BA
calculations. The scaling is that of Merzbacher
and Lewis, ' the abscissa being the dimensionless

energy parameter

(I/m)~z/z, )
Or. =

+p

KRYPTON K

g XENON K

25—t:
0
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co 20—

O
) 5

IOI-

0
IOO l40

I I I

180 220 260 300 340

FIG. 12. K-shell ionization cross sections for krypton
and xenon. The cross section O.E is scaled by the square
of the binding energy IE of a K-shell electron of the target
atom, and the collision energy E is scaled by the inverse
of this quantity. The solid line is the PWBA result (Ref.
21) while the dashed line is the BRA result (Ref. 7). The
error bars indicate the absojute uncertainty in the data.



WIN TERS, MACDONALD, BROWN, ELLSWQHTH, AND CHIAQ

oJ I0
E
C3

I

D

- ~ T

I I I

Q KRYPTON L
0 ARGON K

26 Q XENON L

Q KRYPTON K

&( XENON K

l El
l.2—

I.O

.0 .04 — .08
I

.20

FIG. 13. I.-shell ionization cross sections for krypton
as a function of the dimensionless ene1gy parameter gz.
The cross section O.J is scaled by the fourth powder of the
screened nuclear charge Z& seen by an I -shell electron.
The solid line is the result of PWBA calculations (Ref.
21) The absolute uncertainty of the data 18 1ndlcRted by
the size of the error bars.
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FIG. 15. Comparison of experimental ionization
cross sections to I%HA calculRt1ons (Refe 21) ~ The rat1o
of the experimental cross section 0; to the calculated
cross section o.

. (PWBA) is plotted against the incident pro-
ton energy.
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FIG. 14. I -shell ionization cross sections for xenon
as a function of the dilnensionless energy parameter g&.
The cross section Oz, is scaled by the fourth power of the
screened nuclear charge Zl. seen. by Rn I -shell electron.
The solid line is the result of PWBA calculations (Ref.
21). The absolute uncertainty of the data is indicated by
the size of the error bars.

where m/&if is the ratio of electron to proton mass,
E/E11 is the collision energy in rydbergs, and Z1,
=Z —4. 15 is the screened nuclear charge seen by
an L -shell electron. For krypton, the data lie
on the peak of the excitation function, whereas for

xenon the energy range of this experiment is on the
low-energy side of the peak. In both cases, abso-
lute agreement with the PVfBA is excellent as is
the relative shape of the excitation function.

In order to compare the energy dependence of the
experimental ionization cross sections with the-
oryv'2' we have plotted the ratios o'; /a(BEA) and
o' /0'(PWBA), as a fuIlc't1011 of 'tile 111cldelli pl'0'to11

energy where o& is the experimental ionization
cross section and o(PWBA) and cr(BEA) are the cor-
responding theoretical ionization cross sections.
For the PVYBA ratios shown in Fig. 15, the argon
E-„krypton L-, and xenon L -shell data all cluster
about the constant value c, /o(PWBA) = 1. These
data do exhibit a slight upward trend with proton
energy; however„within the relative uncertainty
of the data, the energy dependence of the experi-
mental cross sections is in reasonable agreement
with the PVfBA theory. As shown in Fig. 16, the
ratios of argon K-shell ionization cross sections
to BEA cross sections show a decreasing trend at
the lower energies and an increasing trend at
higher energies, although the trends are only slight-
ly outside relative uncertainty in the data. This
points up the difference in energy dependence of the
two theoretical treatments, but these trends are not
sufficiently large to say that the energy dependence
of the data favors one treatment over the other.

For the krypton K-shell cross-section ratios,
much more striking trends are observed. The &r1 /
a'(PWBA) ratios (Fig. 15) clearly show a rising
trend with proton energy, while the reverse is true
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differences in detector efficiency for the Ko, and KP
energies. Averaging the KP/Kn ratios for all the
experiments gives mean values of 0.189+0.010 for
krypton and 0.225 +0.025 for xenon. No systematic
trends of the ratios with collision energy were ob-
served.

Hansen et af."have measured the KP/Kn ratios
for krypton and xenon using carrier-free radio-
active sources. Their results are 0.1634 for kryp-
ton and 0.2345 for xenon. Using fluorescence ex-
citation, Slivinsky and Ebert' have also determined
the KP/Ko. 'ratio for krypton, obtaining a value of
0. 1715. Although the deviations of these values
from our va.lue for krypton are slightly greater than
experimental uncertainty, the agreement for both
gases is considered good.

I I I I I I I I
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PIG. 16. Comparison of experimental ionization cross
sections to BRA calculations (Ref. 6). The ratio of the
experimental cross section 0] to the calculated cross
section 0(BRA) is plotted against the incident proton ener-
SF.

for the ag /0'(BEA) ratios (Fig. 16). Over the en-
ergy range of this experiment the ratios change by
as much as 20% for the PWBA and 30/o for the BE&.
Neither theory gives a good fit to the data over the
full energy interval; however, for energies below
about 3.0 or 3.5 MeV, the PNBA seems to give the
better fit whereas above these energies both treat-
ments are consistent with the observed dependence.

For the xenon K-shell ionization, no gross dif-
ferences in the deviation of cross-section ra, tios
from unity can be observed for the two data points
for either the PNBA or SEA treatments. We do
not have enough data on the line to make further
comparison of the energy dependence, but one
should note that the approximate factor-of-3
underestimate of the cross section in both treat-
ments is far outside experimental errors.

B. Relative Intensities (EP/En. )

Ratios of KP to Ka x-ray yields were obtained
for krypton and xenon. Pressure-dependent back-
ground contributions were subtracted from the
yields; in addition, the yields were corrected for

VI. SUMMARY

Vfe have observed the K- and I -shell x-ray pro-
duction in collisions of argon, krypton, and xenon
atoms with protons at MeV energies as a means of
obtaining inner-shell ionization cross sections for
these atoms. The experimental I.-shell ioni'zation
cross sections for xenon and krypton and K-shell
ionization cross sections for argon show good
agreement —both in absolute magnitude and energy
dependence —with the plane-wave Born approxima-
tion calculations of Merzbacher and Lewis. The
K-shell ionization cross sections for krypton and
xenon, however, are larger than the PW'BA results,
the disagreement being considerably greater for
xenon. These K-shell ionization cross sections
were also compared with the binary-encounter mod-
el of Garcia, with similar results being obtained.
In addition, discrepancies with the BEA were ob-
served for the magnitude of the argon K-shell ioniza-
tion although the energy dependence of these cross
sections agreed favorably with BEA calculations.

For krypton and xenon, KP/Ko. relative intensities
were determined. Agreement of these values with
the results of experiments"' using other modes of
excitation is good.

Note added in Pmof. A detailed discussion of the
tailing behavior of Si(Li) detectors is given by H. U.
Freund, J. S. Hansen, E. Karttunen, and R. W.
Fink, in Radioactivity As NucI, em Spectroscopy,
edited by J. H. Hamilton (Gordon and Breach, New

York, 1972), Vol. 2, p. 628, and Nucl. Instrum.
Methods 106 (1972).
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Resonances of quantum systems are associated with poles of the Green's function which occur at

complex energies. The wave functions corresponding to such poles increase exponentially at large

distances and so are very badly divergent. Nevertheless, these resonance wave functions have useful

properties which can be exploited in cases where only their behavior at small distances is relevant. In
this paper we construct and study such resonance wave functions for several illustrative quantum

systems of theoretical interest. It is shown that the wave functions may be considered renormalized in a
sense analogous to that of quantum field theory. However, the renormalization which occurs here is

entirely automatic and the theory has neither ad hoc procedures nor infinite quantities. In addition to
other results, we obtain a representation of the Green's function in terms of the resonance wave

functions; this representation appears likely to be useful because it has an energy dependence that is

especially simple.

I. INTRODUCTION

There is an enormous literature dealing with
resonances of quantum systems, and usually the
resonances are described via continuum (scatter-
ing) theory. However, this description seems to
miss the most striking characteristic of a narrow
resonance. A narrow scattering resonance is al-
ways associated with a long-lived decaying state,
a state which physically resembles a true discrete
eigenstate. The resemblance is especially strong
when the lifetime is long. Obviously one should
choose a description in which this resemblance is
clearly exhibited a.nd em.phasized. To this end it
appears profitable to introduce and study a set of
resonance wave functions.

With these wave functions (one for each reso-
nance) we can see the general physical similarity
of resonance states and bound states, and also the
specific technical differences. The resonance
wave functions will necessarily have some abnor-
mal or anomalous properties which reflect the
time dependence of the decaying state.

In this paper we have constructed and studied
resonance wave functions for several illustrative
models of theoretical interest. The definition of
these wave functions was suggested by a perturba-
tion theory of decaying states. ' 4 The most stub-
born abnormality is their refusal to be normalized
or mutually orthogonal. In fact we shall find that
the resonance wave functions are rergoymalized in
a sense described below. However, this renor-
malization is entirely automatic (there is no ad hoc
step in the mathematics) and the theory has no in-
finite quantities. Actually, both renormalized and
also nonrenormalized perturbation theories exist
and are correct; they differ because they ealeulate
differ ent quantities. The situation is thus much
simpler than the renormalization of quantum field
theories.

The main object of this paper is then to identify
and interpret the anomalous normalization proper-
ties of the resonance wave functions, The nor-
malization is not at all. arbitra, ry, but proves to
have a definite physical significance. This inter-
pretation is given in Sec. II.


