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Absolute Rb one-color two-photon ionization cross-section measurement near a quantum
interference

T. Takekoshi, G. M. Brooke, B. M. Patterson, and R. J. Knize
Laser and Optics Research Center, Department of Physics, U.S. Air Force Academy, Colorado 80840, USA
(Received 4 February 2004; published 20 May 2004

We observe destructive interference in the ground-state Rb two-photon ionization cross section when the
single photon energy is tuned between ti&-55P and 55— 6P transition energies. The minimum cross
section is 5.91.5) X 1072 cm* s and it occurs at a wavelength of 44RBPnm (in vacug. Relative measure-
ments of these cross sections are made at various wavelengths by counting ions produced when magneto-
optically trapped Rb atoms are exposed to light from a tunable pulsed laser. This relative curve is calibrated to
an absolute cross-section measurement at 532 nm using the trap loss method. A simple calculation agrees
reasonably with our results.
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Destructive interference effects in multiphoton ionizationcm™ s, We have used the normalization convention
were first observed by Morellec and co-workég. Their  (E’J'm’(I's")|[EIM(S))= 8y 36 mbi1 05 s E' —E), which
two-photon experiment had a dense Cs beam source and nerakes the density of state$E) =1. Because of interference
quired laser intensities on the order of'49v/cn? in order  between the transition amplitudes for differény, the cross
to make atomic ionizatiounsaturategdominate over mo-  Sectionsog s =Reamis)i/ F> feature deep minima whose
lecular ionization (partially saturated Measuring alkali positions are very sensitive to the atomic matrix elements
photoionization cross sections using an atomic vapor[2gll used in Eq(1).
or an atomic beani1,3] is complicated by geometrical fac- In the present work, the ion production rates are much
tors and large contributions from alkali dimers. In a thermalsmaller than in previous cold atom experiments which use
beam, the number of Rbor Cs ions created by a two- trap loss to measure one-photon ionization r46$0-14.
photon ionization of dimers can be 10—100 times larger thafPver almost all of the wavelength range investigated, the
from ionization of atomg3-5]. Using cold, trapped atoms ionization induced by the OPO puls@sfew mJ is too small
provides a small static sample and allows accurate absoluté have any observable effect on the trap fluorescence. We
ionization cross-section measurements to be made using tileerefore directly count the ions in order to measure the rela-
trap loss method6]. Because dimers are not trapped, thetive cross sections over the range 423—600 (Afl. wave-
atom/dimer ratio is high and no extraordinary measigses  lengths in this paper aiie vacuovalues) Ideally, these rela-
perheaters, dissociation lasers, etieed to be taken to at- tive measurements could be made absolute by making an
tenuate the dimer contribution. We present here one-coloabsolute cross-section measurement near 8e 6P single
two-photon (linearly polarized ionization cross sections photon transition$420.1 and 421.4 njowhere the photoion-
measured by irradiating magneto-optically trapfég@b at-  ization rate is large enough to cause trap loss. However, the
oms with tunable pulsed radiation from an optical parametrideating between the longitudinal modes in the OPO pulses is
oscillator (OPO. too fast to capture accurately on a detector, which results in

At laser intensities low enough that perturbation theory isabsolute multiphoton cross-section measurements that are
valid, the rateRg s, for an alkali atom in an initial internal  too high [15]. In addition, drifts in the longitudinal mode
bound statdi) to make a transition to a final free-electron Structure cause a large scatter in the res{l§], which
state|EJm(s)) in the presence of an electromagnetic modeMakes multimode radiation undesirable for absolute mea-
with angular frequency» and polarizatiore can be written ~ Surements. We therefore use a high-power, single frequency,

as[7-9 pulsed laser at 532 nm to induce magneto-optical trap
(MOT) loss. This gives an accurate absolute cross section
(EInIs)|e - rn)(n|e-rliy | 2 that fixes the overall scale of our relative measurements. Us-

Resmis)i = 87 h(aF w)?| X ing a single mode OPQ17] would reduce the scatter in the

n wni~ 0= il/2 data and allow the calibration to be done near resonance

(1)  where high power is not required.

Our tunable radiation source is a 2-ns-pulsed OPO
The sum is over all atomic statés), wherefiw,; is the  pumped by 355 nm Nd:YAG third harmonic light. The mul-
energy difference between the intermediate and initial statesimode linewidth varies from 11 to 30 crhover the range of
and T, is the intermediate-state radiative lifetim.is the  wavelengths used. The maximum pulse energy used is 6 mJ.
photoelectron kinetic energy, and m are the total angular The beam is focused a few cm in front of the MOT. This
momentum quantum numbersjs the orbital angular mo- gives 1% intensity diameters which vary from 1.1 to
mentum quantum numbegjs the spin quantum numberjs 2.5 mm depending on the pump power and OPO output
the electron position operator, adis the photon flux in  wavelength. Since the MOT is about 1a®n in diameter,
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corrections for its finite dimensions are negligilote0.2%). by sampling the main beam with a beamsplitter upstream
For very small cross section(s<2x 10°%° cm's) higher in-  from the MOT. An identical path length and focusing lens
tensities are required and a lens spacer is inserted, movirgjlow us to monitor the beam diameters at the trap. We use a
the focal point closer to the MOT. The ion number is mea-photodiode to measure and average the trap fluorescence,
sured with and without the spacer at 437.5 (the beginning  which is assumed to be proportional to trap population. Av-
of this range to calibrate the geometrical beam changeserage OPO pulse time profiles are taken at several wave-
(The spacer increases the ion yield up to a factor pPgak lengths using a photodetector and numerically integrated to
pulse intensities of about>310° W/cn? are used at the give the proper two-photon cross sections. Neutral density
cross-section minimum. The peak intensities used for théilters were used to make large changes in OPO intensity, but
532 nm single frequency absolute cross-section measuréne adjustment was done using a thin half-wave retarder and
ment are about fOW/cn?. a polarizer to minimize beamsteering effects.

Because the ionization rate for excite® &toms is usu- To determine the overall scale of the relative measure-
ally much higher than that for ground statd &oms, the 8  ments, an absolute measurement is performed at 532 nm.
population must be suppressed by switching off the 780 nniBecause the cross section is small here, up to 25 mJ of single
MOT lasers during the ionizing pulgd4]. (The 3 atoms  frequency pulsed2 ng light at 60 Hz is used. This is
undergo one-photon ionization with a cross section on th@nough power to have a large effect on the trap population
order of 107 cn? [6].) The 780 nm lasers are switched off (monitored by measuring the trap fluorescenaghich is
for 150 us using acousto-optic modulatof&OMs). The necessary for the trap loss methf@]. The difference be-
OPO pulse occurs s before the 780 nm lasers are tween the trap’s unloading and loading rates gives the ion-
switched back on. We get large extinction ratios by using rfization rate per atom. Five loading/unloading cycles are av-
switches to interrupt power to the AOMotal rf attenuation  eraged. The measurement is repeated at six different pulse
of 100 dB on each AOM power sourcéJsing AOMs alone, energiegFig. 1(c)]. The cross section calculated using these
the measured on/off optical power ratio on the far end of aates, the laser beam spatial profile, the laser pulse time pro-
fiber which transports the trapping laser light to the MOTfile, and the rms pulse energy, is divided by the valae
chamber is X 10°. The residual light is scattered light from 532 nm) of a curve fit to the relative data taken over the
the optical surfaces in the beamline, which enters the fiberange 460-575 nm. This gives a calibration factor that
We attenuate it further by a factor of 10—20 by insertingmakes all of the relative data absolute. The fit through the
Pockels cells. The optical pumping t@®5Sesulting from the relative data is based on our absolute cross-section calcula-
remaining light is very weak, because the nearest transitiofion presented later in this paper, using a multiplicative factor
is 90 MHz away.(Its frequency is unshifted by the AOM. as a fitting parameter. The fit is limited to this range of data

The relative two-photon ionization cross section is meafor two reasons: For these wavelengths, the calculated value
sured by collecting ions using a Channeltron electron multi-depends weakly on high-lying intermediate states not in-
plier biased at -4500 V inside the vacuum chamber. Theluded in the calculation. Also, effects due to nonzero laser
OPO repetition rate is 30 Hz and ions from 15000 lightlinewidth are not included in the calculation, and could be
pulses are collected for each data point. Time-of-flight disimportant where the curve is steeper. The measured absolute
crimination with a multichannel scaler allows us to avoid Cross section at 532 nm was 2(28) X 10*°cnt* s.
counting the ions produced from atoms on the chamber win- In order to verify that one-photon ionization of the re-
dows and interior surfaces. The small background signal dusidual & population is negligible, we measured the ion pro-
to hot Rb ions is subtracted off. To remove large afterpulsingluction rate as a function of OPO pulse energy at the cross-
and gain saturation effects, the ion production rate is set lowsection minimun{441 nmj. The fit to the log-log plot shown
and a pulse generator is inserted between the Channeltrom Fig. 1(b) has a slope of 1.93), which indicates that we
and the scaler so that a maximum of one ion per laser pulsere measuring a predominantly two-photon procé®sher
can be detectedThe pulse generator’s output pulse is wider runs gave slopes of 1.92 and 2.11, the variation being most
than the time-of-flight signal rangeBy changing the OPO likely due to a drift in the laser pulse mode structutdsing
pulse energy as its wavelength is changed, the average nuitinre measured two-photon cross section here, the photon flux,
ber of ions per laser pulse is kept between 0.1 and 0.5 so thand the one-photon cross section of the excited MOT state
Poisson statistics can be applied to accurately add back tHj&0], we estimate an upper limit on the excited state popula-
correct number of uncounted ions due to double, triple, etction of 10° (We assume that the number of ions from
ion events. Simultaneous measurement of the OPO pulse eaxcited-state ionization is a factor of 10 smaller than the
ergy, average laser pulse time profile, and the spatial beamumber from two-photon ionizationSince the wavelength
profile allows the relative cross section to be calculated atlependence of the one-photoR Bross section is very weak,
each wavelength. and the total trap ion production rate versus wavelength is

Systematic effects such as drifts in the OPO power, fluckept roughly constant by varying the OPO intensity, all other
tuations of the OPO intensity profile at the MOT, and drifts data points are expected to have a negligible one-photon con-
in the trap population are compensated for, by monitoringribution. This is because they use lower photon fluxes than
these parameters while the ions are collected. We sample tla 441 nm, and will therefore have a lower one-photon rate
ionizing pulse energy during the experiment using a pyrothan at 441 nm. lon counts taken at 423.6, 425.6, and
electric Joulemeter on the beam as it exits the chamber, ant10.5 nm also depend quadratically on pulse energy.
calculate the rms value. The beam profile is simultaneously For high intensities or for frequencies near resonance, the
monitored with a calibrated charge-coupled device cameréwo-photon atomic absorption can become partially satu-
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a) 423.6 nm (ion counting) than (wgp ss—w)? as our data approach resonance, because
45 1 the ionization rate is held roughly constant versus wave-
length during ion counting. So, since the ionization rate for
the points at the cross-section minimum is not saturgfegl
1(b)], all of the other data points must be unsaturated as well.
Figure Xc) is evidence that the absolute cross-section cali-
3] bration measurement at 532 nm was also unsaturated.
The absolute cross-section data are presented in Fig. 2.
2.5 - slope = 2.04(5) There are three data runs separated by a few hours each. The
largest sources of statistical measurement error in the ion
2 - - - - - - counting cross sections are from the OPO beam profile mea-
08 1 12 14 16 18 2 suremen{1-5%), pulse energy measuremert1%), MOT
Log;o[ OPO pulse energy (uJ) ] fluorescence measuremdi®o), and ion counting statistics
(<1%). The total statistical error ranges from 2 to 7%. How-
ever, the observed scattering in the data is larger than this.
The measurements are clearly dominated by an unexplained
source of error. This shows up in the ionization vs pulse
energy graphs of Figs(8) and Xb). Each point in these data
is taken in the same manner as the points in Fig. 2 but at
varying pulse energies. Since the pulse energy and ion count-
ing statistical errors are small, these data can be used to
estimate the unexplained cross-section error empirically.
Datasets taken at 423[Big. 1(a)], 425.6(not shown, 440.5
' ' ' ' (not shown, 441.0 nm(not shown, and 441.0 nm[Fig.
29 31 33 33 37 1(b)] give cross-section standard deviations of 10, 6, 12, 19,
Logio[ OPO pulse energy (1)) ] and 7%, respectively. A comparison of measurements at the
¢) 532 nm (lifetime method) same wavelepgth at different timedifferent data runsgives
even larger discrepancies. The four largest occur at 440.5 nm
(factor of 1.8, 460.1 nm(factor of 1.9, 450.3 nm(factor of
2.3), and 479.7 nnifactor of 1.§. The most likely source of
this scattering in the data is drifting longitudinal mode struc-
ture in the OPO las€i5,19. There are 13 wavelengths for
which the data overlap. Taking the two-point standard devia-
tion, normalizing to the mean, and averaging over the 13
pairs gives an empirical single point standard error of 25%.
04 A . This should be used as a relative cross-section error. The
-19 -1.7 error in the cross section due to the calibration at 532 nm is
Logjo[pulse energy (J)] 6%. The error in thén vacuowavelength measurement of
each point is 0.1 nm in the 400-500 nm range and
FIG. 1. Collected ions vs pulse energgg-log) (a) near reso- +0.5 nm at longer wavelengths. The monochromator was
nance(relative), (b) at the cross-section minimugnelative), (c) at  calibrated using seven atomic transitions.
532 nm(absolute. The linear fits assume equally weighted points.  The exact minimum was located by scanning the OPO
wavelength fast while observing ion production. It lies at

rated.(The 55— 6P on-resonance regime has been investi-441.03) nm. Using the mean value of the two data runs
gated by Anderlinet al.[18].) In order to verify that this did  from Fig. 2 at this wavelength, and assigning a 2@&tative

not occur, we measured the dependence of the ionization ra@d absolute error, the cross section here is @%)

at 423.6 nm near the%- 6P transition. The fit to the log- X 10°?cm*s. The OPO laser linewidth here is approxi-
log plot of this data shown in Fig(a) has a slope of 2.q8), ~ mately 12 cmi* (0.23 nm), which is not wide enough to pro-
which indicates that we are observing an unsaturated twoduce the flat region observed at the minimum of the data. \We
photon process. High intensitg few mJ, trap loss measure- therefore expect the data to agree well with calculations that
ments were taken at this same wavelength, and were alsgssume a negligible linewidth.

unsaturated. Quadratic behavior at all wavelengths can be We took one data point at 6005 nm. This is above the
predicted from Fig. (b). Saturation requires optical pumping two-photon cutoff at 593.6 nm and is due to a three-photon
to 6P by the OPO pulse. As the OPO frequenays tuned, process. The cross section implied by the number of ions
the pumping rate falls off aB/(wgp 55— @), Wherewgpssis  collected was 7.1.8) X 10> cmP s%. The linewidth of the

the 55— 6P transition frequency. The two-photon cross sec-laser here is 30 ci.

tion falls off faster than this because of interference between Calculations of the absolute photoionization cross section
the 55— 5P — continuumand 55— 6P — continuumtransi-  of Cs based on Eq.l) and summing over all intermediate
tion amplitudes in Eq¢l). The photon fluX¥= decreases faster states[19] agree with the data taken by Morellec near the

3.5

Logyo[ions (arb. units)]

b) 441.0 nm (ion counting)

2.5 A

slope = 1.92(3)

Log; [ions (arb. units)]

0.1 -

slope = 2.02(3)

Log;[ ioniz. rate (s']) ]
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FIG. 2. One-color two-photon ionization cross section of Rb. Open synibglsares, triangles, and diamohdse from ion counting
measurement@ifferent data runs The filled circle is the absolute measurement at 532(ttap loss method The dashed curve is the
calculation of Bebb reproduced frof8]. The X symbols are the calculations of Lambropoulos and Ted@ueThe solid curve is the
calculation done in the present work. The disagreement at the minimum is mainly due to the bound-free matrix elemenisasadted
quantum defect methgdind to omission of intermediate states abov®.1Phe sharp feature at 517 nm is due to the reson&nt 8D
— continuumtransition.

minimum at 480 nn{1]. Previous calculations of the abso- 440 nm. We assume that tRestate lifetime is 61 n§4]. We
lute cross section of Rb in this wavelength region have beenlso assume a bound-free cross section similar to that of Rb
done by Bebb[8] and by Lambropoulos and Teag(@i®]. 6P (6 1078 cn¥), and a rectangular 2 ns light pulse. Using
They are based on E¢L) using a finite number of interme- these parameters, the Rtwo-photon ionization cross sec-
diate states. In both calculations, bound-bound matrix eletion at 441 nm partially saturates and becomes linear with
ments are calculated using the quantum defect Coulommmtensity at 7<x 10° W/cn?. At the intensities we used near
wave-function method of Bates and Damgagf®], and 441 nm(3Xx 10® W/cm?), the process is starting to become
bound-free matrix elements are calculated using a relateflilly saturatedionization probability per pulse of about (.3
method developed by Burgess and Sedffj. Our curve in  Figure Xb) therefore indicates that there is no significant
Fig. 2 uses more recent relativistic calculations and experimolecular contribution. Contributions from Cs and,@®-
mental results for the bound-bound elemd@®-24, but we  purities are not detected because they have a different time of
use the method of Burgess and Seaton to generate the bourilight.
free elements. We sum over thé®>50 12P intermediate Alternatively, the theory curve at the minimum may not
states|n) in Eq. (1). Fine structure is included in the bound be correct. The calculated minimum in the total cross section
states. The effect of spin-orbit coupling on the continuumshown in Fig. 2 is determined by the sizes and relative dis-
states is assumed to be negligible, but we usd thesis here  placementgin wavelength of the minima of the three chan-
also. Agreement at the calibration po{682 nnj is excellent  nels that contribute to the overall rate. The three possible
(within 6%). Near the two-photon threshol&93.6 nm our  electric dipole-allowed (E1-E1) final states are|l=0,J
curve predicts a cross section®@£6.5x 10%° cnt* s, which  =1/2), ||=2,J=3/2), and|l=2,J=5/2) (Fig. 3). The cross
agrees with the measurement by Ciampatial. [25] [c  sections for these channels all have minima on the order of
=11(6) X 104 cm* s]. The only real discrepancy occurs 10°% cm s (Fig. 4). They sum to form a total cross-section
near the cross-section minimum, where the calculation angurve with a much higher and wider minimum at
the data disagree by a factor of 5. =440.6 nm (0=1.15x 10>?cnt* s). [The observed mini-
There are several possible reasons for the disagreementrtim occurs ah=441.43) nm, ¢=5.9(1.5) X 1072 cnt* s].
the minimum. Experimentally, there is the possibility that Channels with electric quadrupolE2) and magnetic dipole
naturally occurring Rb dimers in the800 K) beam source (M1) matrix elements, may be significant at the minimum.
which feeds the MOT can give a false background signalThe most significant are the channels utilizing bound-bound
through the process Ribv— Rb*+Rb+e™. This is the same E2 andM1 matrix elements. Channels utilizing bound-free
problem which plagued initial attempts to measure cross se&2 andM1 transitions will have a minimum near 441 nm for
tions in Cs near the 480 nm minimuf8]. The 441 nm ra- the same reason one exists there forBieE1 channels.
diation used near the Rb cross-section minimum lies in the To calculate the contribution of thE2-E1 channels we
D «— X absorption band of R426,27. To model the absorp- use the 54D oscillator strength measurements of Nilsen
tion, we assume a three-level system with no ion recombinaand Marling [29]. The prediction of Warne{30] that the
tion. From a relative absorption cury27], and an absolute 5S-5D matrix element is negligible allows us to make the
absorption curve of diffuse bands near 600 j2#8] we esti-  approximation that only theltterm is significant at 441 nm.
mate the Rpabsorption cross section to bex20 1’ cn? at  We find, however, that the total contribution from these
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J= V2 12372 31252 5272 known to better than 1%Arbitrary 10% adjustments in ei-
ther the % or 6P bound-free elements of a single channel
X A / /\ can change the position of its minimum by more than 1 nm,
which can have a large effect on the size of the total cross-
section minimum(up to a factor of 3 while having a much
smaller or even negligible effect away from the total cross-
section minimum. Although these elements depend continu-
ously on the photoelectron energgnd thus the radiation
wavelength, they can be compared with experimental results
at specific energies. The sum of the squares of the elements
from each channel is proportional to the total one-photon
s 1 excited-state ionization cross section.
4D Dineenet al. measured theP;,, single-photon ionization
cross sections at 413 and 407 @) We can calculate these
5p cross sections using ourP§,— continuum elements. At
413 nm (corresponding to a two-photon wavelength of
540 nm) the measured and calculated one-photon cross sec-
tions are 1.36l2) and 1.12<10°%" cn?, respectively. At
407 nm (corresponding to a two-photon wavelength of
535 nm) the measured and calculated one-photon cross sec-
tions are 1.2611) and 1.10< 1077 cn?, respectively. This is
of limited usefulness since we really need to know the accu-
FIG. 3. Electric dipole allowedE1-E1, heavy arrowsand par- racy of these elements near the t.WO photon cross-section
tially disallowed(E2-E1 andM1-E1, light arrowg two-photon ion- minimum (441 nn?' Also, the_magthde of the total two-
ization transitions in Rb. photon cross section at the minimum depends strongly on the
relative sizes and wavelength splittings betweenrstieds,,

channels at 441 nm is only 171075 cmf* s, but dominates andds;, cross-section minima, which was not measured.
in a very narrow range near th&8D resonance at 517 nm _ Gabbaninet al. measured the RbR, single-photon ion-
(The peak is % 10%° cn* s in the low intensity limit. This ~ ization cross section at 476.5nm to be 128
has been observed experimentally by Doeital. [31]. X 107" cn? [10]. This corresponds to a two-photon wave-
The contribution of theM1-E1 channels was estimated length of 591.6 nm. Using theRy,,— continuumBurgess
based on relativistic calculations of thd1 5S5-6S matrix  and Seaton elements to calculate this cross section gives
element(neglecting the off-diagonal hyperfine contributjion 1.28X 10" cn?. By using circularly polarized light, the ra-
[32]. The contribution at 441 nm is on the order of tio of thes andd one-photon B3, cross sections/ a4 for
10 %7cm* s. The contribution on resonance at 497 nm is onlinearly polarized light at 476.5 was measured by the same
the order of 105 cmf* s. The contribution at 441 nm of the 9roup to be 0.176uncertainty not publishgd33]. The ratio
larger 55-5S hyperfineM1 transitions is about I€° cnt* s. predicted using our Burgess and Seaton elements is 0.122.
The effects of electrostati&-P mixing due to the ion ~ Ambartzumianet al. measured the RbF5single-photon
collection field, and the cross section for the simultaneoudonization cross sections at 694.3 nfworresponding to a
absorption of two photonéwith no intermediate statavere ~ two-photon wavelength of 523.6 nnj34]. The measured
also investigated and found to be negligible. and calculated By, cross sections are 14) and 1.11
Another possible explanation for disagreement at thex 107*’cr?, respectively. The measured and calculatPg,6
minimum is that the bound-free elements calculated usingross sections are 14 and 1.08< 107" cn, respectively.
the Burgess and Seaton method are not good enough to pre- The Rb two-photors wave tod wave cross-section ratio
dict the cross section her€The bound-bound elements are has been measured by Wang and Elliott at nine wavelengths
from 590 to 532 nm by observing the angular distribution of
10% ejected photoelectrons using elliptically polarized light
[35,36. (Also see note added at the end of R&f7].) Their

ionization
threshold

6P

Energy
~

58 —
=0 =1 1=2 =3

10"
measureds to d cross-section ratios for linearly polarized
o 107 light do not agree well with those predicted by our calcula-
'v 10% tion. Their values are smaller by a factor of 2.3 at 590 nm.
o The disagreement grows gradually to a factor of 4 at 532 nm.
10 Their ratios are about a factor of 2 smaller than those pre-

dicted by Colgan and Pindzo[87] using relativistic pertur-

bation theory with fine structure. Colgan and Pindzola’s re-

sults for theds;, wave tods,, wave cross-section ratio are

consistent with those expected if fine structure effects are
FIG. 4. Calculated photoionization cross sections for the threesmall in the continuum states.

electric dipole allowed(E1-E1) channels near the total cross- Given these comparisons with experimental data, and the

section minimum. fact that 10% single element bound-free adjustments in a

434 436 438 440 442 444 446
photon wavelength in vacuo (nm)
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single channel can have a large effect near 441 nm, the limenization cross section of Rb near a quantum interference
ited accuracy of these elements probably makes a major cominimum for the first time. Because we used cold-trapped
tribution to the factor of 5 disagreement between theory an@toms, the accuracy is higher and the laser intensities re-
experiment at the total cross-section minimum. The omissioiguired are two orders lower than those used in the analogous
of the bound states above RZnd of the continuum inter- CS €xperimentl]. A simple calculation agrees well with our
mediate states in E@l) is also important, but is not likely to data everywhere except at the minimum.
change the calculated cross section at the minimum by more This work was funded by National Science Foundation
than a factor of 738]. Grant No. 9988100 and the Air Force Office of Scientific
In summary, we have measured the absolute two-photoResearch.
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