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An accurate measurement of the tunneling ionization rate for the hydrogenic ground state of heliumsHe1+d
in a circularly polarized, 2-ps, high-intensity laser pulse is presented. The ionizing electric fields are deter-
mined with an uncertainty of less than 2% by measuring the energies of electrons ponderomotively accelerated
out of the focus. The inferred ionization rate agrees well with semiclassical and exact solutions of the
Schrödinger equation.
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Tunneling ionization of hydrogenic atoms exposed to a
strong electromagnetic field is a classic phenomenon of non-
perturbative atomic physics. Tunneling is the static strong-
field limit of multiphoton ionization, in which the electron
escapes from the atom on a time scalesttd much shorter than
the field periods2p /vd, and is described by the Keldysh
parameter[1], g=vtt=vs2EBd1/2/E, where −EB is the bind-
ing energy of the atom andE is the electric field in atomic
units. The tunneling regimesg!2pd is reached either by
v→0 or E→`. Under these conditions the atom–field inter-
action is sufficiently simplified that, for a hydrogenic atom,
the Schrödinger equation can be solved exactly[2,3]. The
resulting electron behavior is completely characterized by a
shift and induced width of the quasibound state, with the
latter being proportional to the tunneling rate measured in
experiments.

Previous accurate measurements of hydrogenic tunneling
rates as a function of field strength, by Koch and Mariani[4],
used a weak static electric fields,500 V/cmd to ionize high
Rydberg states of hydrogen(principal quantum numbern
=30, 40) and gave excellent agreement with numerical solu-
tions of the Schrödinger equation. Both microwave[5] and
laser [6,7] ionization experiments indicate that atoms ex-
posed to quasi-static fields ionize near the classical threshold
[in atomic units(a.u.)]:

Eclassical= sEBd2/4Z, s1d

whereZ is the residual charge of the ion. For a hydrogenic
ground state, the fields required for ionization
sE.108 V/cmd are obtained only in the focus of a high-
intensity laser.

Accurate measurements of ground-state tunneling rates as
a function of field strength have not been possible to date
because ultrahigh laser intensities are notoriously inaccurate,
especially when obtained from independent measurements of

energy, pulse width, and focal area[6–8]. Intensities are of-
ten calibrated by comparing ion-yield data to particular the-
oretical predictions, but this allows only relative rates to be
determined[8–10]. Improved accuracy can be achieved by
measuring electron spectra produced by short-pulse resonant
multiphoton ionization in conjunction with ion-yield data.
Using this approach, Walkeret al. [10] achieved intensity
accuracies of ±25% in studies of nonsequential ionization of
helium. Because the tunneling ionization rate varies rapidly
with the field strength, even small uncertainties in intensity
cause large uncertainties in the value of the ionization rate, in
the latter case about a factor of 10.

In this Rapid Communication an accurate measurement of
the tunneling ionization rate for the ground state of hydro-
genic helium is reported. Due to its large binding energy
sEB=54.4 eV=2 a.u.d, He1+ is expected to ionize well into
the tunneling regimefg,0.2–0.3g for the conditions in this
experiment. By measuring the energy of electrons produced
by tunneling and ponderomotively accelerated out of the fo-
cus, the ionizing fields are determined with a total uncer-
tainty less than 2%. The corresponding ionization rates in-
ferred by comparing theory to the experimental results have
an uncertainty less than 30%. The results give excellent
agreement with both semiclassical[11] and exact analytic[3]
solutions of the Schrödinger equation for a hydrogenic atom
ionized by a quasistatic electromagnetic field. The results
show that the systematic errors associated with a high-
intensity laser focus can be carefully controlled, leading to
sensitive tests of tunneling ionization and other nonperturba-
tive effects in strongly driven atoms.

The energy of electrons produced during ionization and
ejected from the laser focus is related to the fields at the time
of ionization [12]. Under tunneling conditions, electrons ac-
quire both a constant drift energy during the first laser cycle
after ionization and a ponderomotive energy while traversing
the laser focus. When the laser pulse duration is much longer
than the time required for electrons to exit the focus, elec-
trons in a circularly polarized field gain about twice the full
quiver energysUp=E2/2v2d available at ionization. For the
circularly polarized, 2-ps laser pulse used in this experiment,
measuring the final electron energy of,2Up allows the ion-
izing field to be determined.

A fully relativistic Monte Carlo simulation[13–16] is
used to obtain an accurate calibration between the final elec-
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tron energy and the ionizing field. The simulation[13,14]
assumes that electrons tunnel instantaneously into the laser
field with zero initial velocity[12] and subsequently propa-
gate through a time-dependent Gaussian laser focus via the
classical Lorentz force. The assumptions underlying the
simulation have been verified experimentally for this laser
system[14]. The results of the Monte Carlo simulation will
be discussed in detail elsewhere but are summarized here.
The final electron energies have a broad Gaussian distribu-
tion with an average electron energy close to 2Up. However,
inelastic ponderomotive scattering on the rising edge of the
laser pulse[17] can cause the average electron energy to
exceed 2Up, reaching a maximum of,2.2Up. By carefully
choosing the laser focal parameters to obtain this maximum,
the final electron energy becomes highly insensitive to varia-
tion in the peak laser intensity(DI= factor of 2⇒ energy
uncertainty,0.7%). Hence, the fields at ionization are de-
termined accurately not by measuring the peak laser intensity
accurately but by eliminating its effect on the final electron
energies.

The chirped-pulse-amplification(CPA) laser used in these
experiments, producing 2.0-ps pulses at a wavelength of
1.053mm, has been described elsewhere[18]. After passing
through a quarter-wave plate to obtain circular polarization,
the laser beam is focused by an aspherical lens(f =20 cm,
f /4) to a Gaussian focal spot of 5mm (1/e2 radius), giving a
peak intensity of 1.531017 W/cm2. The vacuum chamber,
with a background pressure of 2310−9 Torr, is backfilled
with helium to a pressure less than 3310−5 Torr to avoid
space-charge effects and detector saturation. The He1+ target
gas is produced by sequential ionization of neutral helium
earlier in the laser pulse[19]. Electrons from both charge
states of helium are ejected from the focus, and their energies
are measured using a retarding-potential spectrometer, as
shown in Fig. 1. Three screens of fine stainless steel mesh
(wire diameter =0.0025 cm, 40 wires/cm) are mounted
20 cm from the focus, with the two outer screens grounded
and the middle screen connected to a variable negative volt-
age supplys−VRd. The grids are clamped between flat copper
rings (hole diameter =2.9 cm) and mounted 2 cm apart,
separated by ceramic spacers. Electrons with sufficient en-
ergy pass through the screens and are detected by a micro-
channel plate(MCP). The front of the MCP is biased at
+550 V to collect the electrons and make the detection effi-
ciency constant. Triple-layered Co-Netic magnetic shielding
[20] surrounds the 28-cm flight path, providing a magnetic
field-free s,1-mGd region with a detection aperture of
0.0045p sr.

Figure 2 shows the total observed electron signal in pico-
coulombs versus the electron energy in electron voltsseVRd.
Each data point is the average of all the laser shots in a 6%
energy bin, adjusted for relative peak intensity and normal-
ized to a pressure of 5310−6 Torr. For the lowest retarding
voltages and highest electron signals, the actual pressure is a
factor of ten lower to avoid space-charge effects. A single
electron hit at the normalized pressure corresponds to
,1 pC. The retarding-potential measurement integrates all
the electrons with energies above eVR, giving, for example, a
complementary error-function(erfc) dependence for a
Gaussian spectrum. Hence, energy intervals near a peak in

the electron energy distribution appear as a large negative
slope in the retarding-potential curve. The distribution in Fig.
2 behaves as expected. Electrons from the ionization of neu-
tral helium are evident where the signal falls off from 0 to
700 eV, followed by a flat, electron-free region. Above
1000 eV the signal falls off again, corresponding to electrons
from the ionization of He1+.

The solid curve gives the least-squares, double-erfc fit to
the data, confirming the Gaussian form of the He1+ spectrum.
The best-fit values for the Gaussian peak energy and the 1/e
half-width are 1960±42 eV and 762±51 eV, respectively,
where the uncertainties give the 1-s random error. The en-
ergy gained by the electrons is far less than the total energy
available at the peak of the pulse at 1.531017 W/cm2

s2Up=31 keVd. Moreover, the measured spectrum is insen-

FIG. 1. Vacuum tank setup with retarding-field spectrometer. An
electron high-pass filter is created by grounding the two outer grids
and negative biasing the center grid. The position of the focus was
scanned to test the effects of forward Compton scattering.

FIG. 2. Retarding-field electron spectrum for the ionization of
helium. The vertical axis gives the total measured charge from the
MCP in picocoulombs. The horizontal axis is the electron energy
seVRd calculated from the voltages−VRd across the retarding grids.
The data points are averaged in 6% energy bins. The least-squares
fit (solid line) is a double complementary-error function.
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sitive to fluctuations in the peak laser intensity, which dif-
fered by a factor of 2 among the various data runs. Conse-
quently, the observed energies represent the intensities at
ionization rather than the intensity profile of the focus. The
classical threshold for ionization given by Eq.(1) signifi-
cantly overestimates the field where ionization occurs
s2Up,classical=3.6 keVd. This is in contrast to experiments
with hydrogenic Rydberg states, where Eq.(1) underesti-
mates the observed field[21].

To obtain accurate ionization fields and rates, systematic
errors in the experiment were investigated in detail. Potential
systematic errors resulting from uncertainties in the pulse
width, retarding-voltage measurement, imperfect beam po-
larization, space charge, nonuniform MCP response versus
energy, and a finite detection aperture were experimentally
investigated. For example, the finite detection aperture can
preferentially cut off high-energy electrons accelerated in the
forward direction by multiphoton Compton scattering[13].
This effect was tested by obtaining spectra at various laser
focal positions relative to the detection axis(see Fig. 1).

The dominant systematic error comes from uncertainty in
the absolute laser pulse widths±15%d, which affects both the
observed electron energy and the calculated ionization rate.
Figure 3 shows the measured average electron energy versus
pulse width for four data runs in which full He1+ spectra
were obtained. The error bars give the statistical uncertainty
for each erfc fit. The data are consistent with predictions of
Monte Carlo simulations based on the semiclassical ioniza-
tion rate[11] for He1+, indicated by3’s. The solid line is the
least-squares linear fit to the simulation results. Although the
uncertainties in the pulse width data are too large to provide
a detailed test of the Monte Carlo predictions, the pulse
width scan allows the uncertainty to be reliably determined.
Taking into account all likely sources of uncertainty gives a
final systematic error of ±3.2% for the average electron en-
ergy. The pulse widths±2.3%d and retarding voltages±2%d
are the two main sources of uncertainty, with all other
sources contributing less than 0.6%. The systematic error for
the energy widthssd is somewhat larger: +13.6%, −8.2%.
For the average energy, adding the random and systematic
errors in quadrature gives a total uncertainty of ±3.8%.

The measured energy distribution can be compared to that
predicted for the ionization of a hydrogenic ground state in a
static electric field. The Schrödinger equation in this case is
separable in parabolic coordinates and can be solved analyti-
cally. The ground-state ionization rate as a function of the
scaled fieldEs=E / s2 EBd3/2 is [3]

GsEsd = 8EB
1

Es
e−2/3Esf1 − 8.92Es + 25.6sEsd2 − 159sEsd3 + . . .g,

s2d

where all quantities are in atomic units. The coefficients are
known to arbitrarily high order and the expansion is
asymptotic. The leading term of this expansion is the semi-
classical hydrogenic tunneling ratef11g; the additional terms
result from the dc Stark shift of the ground state. For mod-
erate field strengthssEs,1d, the exact rate is less than the
semiclassical rate because the downward Stark shift of the
ground state binds the electron more tightly and widens the
barrier for tunneling.

Figure 4 compares the data for the ionization of He1+ with
the predictions of both the semiclassical rate(dashed line)
and the exact rate given in Eq.(2) (solid line). The cross
marks the average energy obtained from the least-squares fit
to the experimental data, and the horizontal bar shows the
total uncertainty. Both theories agree with the data usingno
free parameters.

The agreement between the observed average energy
s1960±75 eVd and the simulation predictions(1929 eV and
2030 eV for semiclassical and exact rates, respectively) is
especially important for determining the field strength where
ionization is most probable. The simulation indicates that the
electrons gain on average 2.203±0.002 times the initial
quiver energy, so thatUp=890±34 eV. This initial quiver
energy implies an ionization intensity ofs8.6±0.3d
31015 W/cm2 and an ionizing field of s1.80±0.03d
3109 V/cm for hydrogenic helium in a 2.1-ps, 1.053-mm

FIG. 3. Average electron energy versus pulse width. Solid
squares mark the experimental data points. The solid line is a least-
squares linear fit to the simulation results(3’s) for the semiclassical
tunneling model.

FIG. 4. Retarding-field spectrum for the ionization of He1+ com-
pared to the simulation predictions of two tunneling theories. The
dashed curve shows the prediction of the semiclassical tunneling
model; the solid curve shows the prediction of the exact dc tunnel-
ing rate. The horizontal line of the central cross shows the total
error for the average energy inferred from the data.
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laser pulse. The corresponding ionization rate iss3.2−0.8
+1.1d

31012 s-1.
The accuracy achieved in this present experiment is lim-

ited primarily by the laser’s low repetition rate(one shot
every 3 min). Using the higher repetition rates currently
achievable in CPA systems would allow energy accuracies
better than 1%. Experiments with this level of accuracy ad-
dress important issues in strong-field atomic physics. Tunnel-
ing theories based on single-electron dynamics, including the
widely used semiclassical theory of Ammosov, Delone, and
Krainov (ADK ) [22] and the single-active-electron(SAE)
approximation[23] have successfully explained experimen-
tal observations of the ionization of noble gas atoms and ions
[10,24]. In fact, our results confirm that the static-field, semi-
classical approach on which ADK is based can be highly
accurate in the tunneling regime. In contrast,ab initio calcu-
lations of tunneling rates in helium[25,26] give higher rates
than ADK, which may be due to multielectron effects. The
measurements described here are well suited to investigating
this issue. In addition, the fully relativistic Monte Carlo
simulations can be readily applied to tunneling ionization at
relativistic intensitiessI .1018 W/cm2d, where accurate tests

of tunneling and over-the-barrier theories are desirable[8].
In summary, we have accurately measured the tunneling

ionization fields and rates for hydrogenic helium and ob-
tained excellent agreement with semiclassical and exact so-
lutions of the Schrödinger equation. These results show that
the systematic errors associated with a high-intensity laser
focus can be controlled. This work is important for the study
of multielectron atoms in strong fields, and may lead to mea-
surements of dc Stark shifts and relativistic effects.
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