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Using measured cross sections, empirical scaling laws are extracted for projectile stripping induced by
collisions with a many-electron target. By scaling both the cross sections and the impact velocities, it is shown
that a single universal curve can be used to fit data for single and multiple electron loss from negative ions,
neutral particles, and singly or multiply charged positive ions. The scaling applies to projectiles ranging from
hydrogen to uranium and collision energies ranging from below keV/u to hundreds of MeV/u. At high
energies, existing data are consistent withi &impact velocity dependence for scaled velocities less than 10.
Limited data imply that above 10 the velocity dependence becarffesUsing our universal curve, cross
sections are predicted for electron loss from low-charge-state heavy ions at 20 and 100 MeV/u.
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I. INTRODUCTION AND BACKGROUND important contributors to the overall loss, even in ultrahigh
vacuum storage rings.

Electron loss, also referred to as projectile stripping, has For these reasons, several experimef&al] and theoret-
been studied for decades in order to understand fundamentgh| [3-5,8—11 studies of electron loss by low-charge-state
atomic processes. Of particular interest are one- and manyzevV/u ions have been performed in the past couple of
electron processes induced by interactions between two pajears. Unfortunately, no experimental information for the de-
tially screened target nuclei and their bound electrons. Prosjred species is available in the tens to hundreds of MeV/u
jectile stripping has also been studied to establish desigregion. Therefore, the purpose of this work is to use available
parameters used in accelerating particles to high energies @kperimental information and extract scaling laws which de-

for limiting beam transport losses and losses in storage ringscribe electron loss resulting from collisions with a multi-
Large amounts of information exist, but how the variouselectron target, i.e., for the process

pieces of data fit together or can be used to extrapolate to

arbltrqry .systems' has been _explored only fpr specific cases or X+ Ar — S [XE* + A+ (n+i)e],
over limited regimes. Scaling laws applicable to a wide

range of systems are lacking. This is especially true for

many-electron collision systems where multielectron pro- n=1, qgq=-1.
cesses can dominate and one-electron theories are inad-
equate. Hereq andn are the initial charge state and number of elec-

Recently, large projects in the United States and Germangrons lost by the projectile and is the number of target
have caused a renewed interest into the subject of projectilelectrons lost. The final state of the target is not monitored,
stripping. In the USA it has been proposed to use intens@ence the summation overArgon was used for the multi-
beams of high-energfl0—20 MeV/y heavy ions to induce electron target because of the amount of information avail-
laboratory fusion(see Ref[1]). To achieve the tight focus able.
needed to maintain a high energy density on target, low- As will be seen, the empirical scaling formulas we present
charge-state beams must be used. Therefore electron loss agply to single- and multiple-electron loss from virtually any
these beams in the reaction chamber must be minimized. Iprojectile. For example, they apply to neutral particles and
addition, loss processes during the acceleration and transparegative ions, as well as for singly and multiply charged
phases are detrimental and must be minimized. In Germanyositive ions. They work equally well for light projectiles
an upgrade of the accelerators at GSI-Darmstade Ref. such as H, H° and Hé and for heavy ions such as*U
[2]) to provide intense high-energtens to hundreds of Xe'®*, or hydrogenlike Au or Pb. They have been applied
MeV/u) beams of low-charge-state heavy ions is faced withover an energy range extending from below keV/u to hun-
similar problems. Again, acceleration and transport lossedreds of MeV/u(to 160 GeV/u in one cage
must be minimized. Also, storage lifetimes must be maxi- Several previous investigations relating to scaling laws
mized. Required for design parameters is knowledge abodbr electron loss are worth noting. For ions being stripped by
total, single, and multiple cross sections for electron losdight targets, Bohi{12] derived a simple formula based on
from low-charge-state ions traveling at high energies. Parthe free collision approximation. The free collision model is
ticularly important is information for stripping by complex, generally associated with small impact parameters where the
many-electron gases such as dF O, since these are the projectile electron interacts strongly with the target and one
dominant gases in the acceleration and transport regions. Bean neglect the projectile electron binding energy. Bohr pre-
cause of their large cross sections, these gases are extremdigted that the stripping cross sectionwould be given by

1050-2947/2004/69)/04270911)/$22.50 69 042709-1 ©2004 The American Physical Society



A. C. F. SANTOS AND R. D. DuBOIS PHYSICAL REVIEW A9, 042709(2004)
o1 2(z§+ Z,) Of particular interest for the projects mentioned above is
o= 47%((,) T (1) extrapolation to high impact energies. One-electron theories
1 predict av~2 behavior at high energies, which is consistent
HereZ, andZ, are the projectile and target nuclear chargeg/ith Bohr’s prediction for interactions with a light target, see
and V is the impact velocity in atomic units. The2 term  Ed. (1) above. In contrast, recent CTMC calculatigBs5,§
corresponds to interactions between the projectile electroRredict a slowen™ behavior. This is consistent with what
and the target nucleus while ttf term corresponds to in- Bohr predicted for medium weight targets, but Bohr obtained
teractions between the projectile and target electrons. In this formula using assumptions that are not applicable at high
case of medium-heavy targets, the projectile electron intervelocities. Experimentally, except for light, few-electron pro-
acts with a target that is described by a screened Coulomi§ctiles, the only studies of the velocity dependence for elec-

potential. In this way Bohr derived tron loss from fast, heavy ions are by Olsatral. [3] for loss
from 2 to 9 MeV/u Xé®&" ions and by Alonso and Gould
(1 723 [19] for PP ions (q=36-51 and Xé&™" ions (q=27-42 for
o= W%(V)Z- 2 velocitiesv/c between 0.099 and 0.134. In both cases, col-

lisions were with N. Olsonet al. found av™* dependence

Note that in these formulas, the binding energy of the elecwhile Alonso and Gould found ¥ andv**°dependences,
tron being removed is ignored. However for distant colli- respectively.
sions, the so-called resonant collision model which accounts
for the binding energy of the electron must be used.

Of the numerous theoretical studies that have been per-
formed, except for recent classical trajectory Monte Carlo Scaling rules for single and multiple electron loss from an
(CTMC) calculations of Olsoret al. [3-5,8, all have been arbitrary ion colliding with a many-electron target were de-
based on plane-wave Born calculations. With regard to scaduced in the following manner. First, using experimental in-
ing laws, Shevelkeet al. have used plane-wave Born ap- formation available in the literature, a database was con-
proximation calculation$9—-11 to calculate stripping cross structed. Then, using selected sets of data from this database
sections for a variety of projectiles and targets. At high enthe cross-section dependences on impact velocity, number of
ergies, it was predicted that the cross sections should belectrons lost, initial projectile charge, structure or type of
scaled by multiplying by the projectile ionization potential projectile ion, etc., were systematically probed. Finally, the
and dividing by the targeZ, both raised to the 1.4 power. In dependences that we extracted were combined and adjusted
addition, the impact energy should be divided by the ionizaslightly in order to generate a best overall fit to all collision
tion potential. systems and energies.

Experimentally, most investigations of cross-section scal- In extracting the dependences, a few basic principles were
ing have concentrated on targéteffects[5,6,13—16 or on  kept in mind. First, according to Altoet al. [20], the prob-
the initial projectile charge. For the projectile charge, vastlyability of electron loss should increase with the number of
different dependences were found. The cross sections fgrojectile electrons available. Second, several stuydes,9
highly charged ions are found to decrease extremely fadhdicate that the probability decreases if the electrons are
with increasing projectile charge, e.gi;®~%in some cases more tightly bound, i.e., with the amount of energy required
[16-19 but slowerq>"*4in other case$19]. In contrast, to remove any particular electron. Third, at low impact ener-
recent CTMC calculation§3,4] and experiment$4] imply  gies the threshold velocity for stripping a particular electron
that low-charge heavy ions have a much slower dependenaeill depend on how tightly that electron is bound; more
of approximatelyq ™. tightly bound electrons will have higher threshold velocities

Another way of looking at the charge state dependence ithan more loosely bound electrons. Fourth, the probabilities
that different charge state ions possess different numbers afiay be larger for “bigger” ions, i.e., there may be a projec-
electrons that can be removed. Altet al. [20] suggested tile Z or size effect. Lastly, our underlying criteria were that
that the cross sections for single-electron loss should be prahe dependences should be simple in form and should apply
portional to the number of electrons in a given subshell  for a wide variety of systems and at all energies and not be
since all would have equal probabilities for removal. Theylimited to one-electron systems or restricted energy ranges.
also pointed out that most semiempirical formulas for the For establishing the database, the primary sources at
equilibrium charge states of ions in matter are based on thiewer impact energies were the tabulations by Lo and Fite
assumptions that bound electrons having velocities less thg22] and Dehmelet al. [23]. These were supplemented by
the ion velocity will be stripped. Armel and Funkhoug$21] Refs.[13—-20,24—6Dand references therein, and unpublished
combined an empirical formula for the effective charge of adata by one of ugR.D.D.. Recent measurements in the
projectile penetrating a target with the Bohr charge equilib-MeV/u regime performed by ourselves and others
rium condition. For low-charge-state ions, their work pre-[3-7,61,62 played an important role in the high-energy re-
dicts that a particular charge stajerequires minimum im- gime. If available, tabulated values were used. When only
pact velocities that scale ngm. Both studies imply that curves were presented, as is the case for the two tabulations,
with increasing impact energies, the number of electronshe curves were scanned and digitized at selected impact en-
should increase, and hence the cross-section scaling widrgies or velocities, the number of points being sufficient for
change. defining the tabulated curve. As a result, over 1400 cross

1. PROCEDURE
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10 v

T g along the velocity axis. As clearly demonstrated in Fig. 1 for
ah One Electron Ions the lighter ions, the stripping cross sections have broad
- maxima. The maxima are located at velocities roughly
Hfl'/. = ] equivalent to electron velocities given by /5, | being the
H?' " e ionization potential of the projectile electron that is removed.
] Therefore, for one-electron ions scaling the impact velocity
f..-‘\-\_ ] by 1712 shifts the cross-section maxima to a common veloc-
Li ity. This finding is in accordance with the work of Shevelko
Co J et al. [9].
J . ./ However, this scaling can also be applied to multiple elec-
?‘r n PL™ 1 tron loss if, rather tham, the ionization potential of the most
/ . ] weakly bound projectile electrohy,,, is usedlg,is defined
L S as the sum of the ionization potentials required to remove the
10 100 required number of electrons in a sequential manner, i.e., the
weakest bound electron is removed first, the second weakest
FIG. 1. Measured cross sections for electron loss by hydrogenr-]eXt' etc. Thus, for stripping three electrons from a singly

like ions. The data are from a variety of sources included in thecharged ionfsyq=I1+15+13, wherel, , sare the first, second,
reference list. and third ionization potentials. We also found that this scal-
ing can be applied to stripping of negative ions. But, for
ases where the ionization potential is extremely small, e.g.,
Sﬁsingle loss from H, He™, Li~, K7, and Na, we found that

o2+

Cross Section (10™° cm’?)

01}

0.01 L

Velocity (10° cm/s)

sections were entered into a database. The database inclu

eIecFron_ loss f_rom negative _ions, neutral projectiles, hYdro'an average ionization potentiay,, must be used.,. is de-
genlike ions, singly charged ions, and multiply charged ionSgineq a5 the average of the ionization potentials for the nega-

Projectiles included in the database range from hydrogen e o and for the neutral atom. Thus, for these cases,
uranium, impact energies span the region from afew keVup  —| |y the case of double electron loss from negative
to hundreds of MeV or even many TeV in one case, an NS, | qur=lape+ Ineutrar OUF jUstification for using average

multiple, as well as single, electron loss processes are Ny es for these cases was simply that it works. lonization
cluded. In short, virtually every.snuatlon is mcluded. o ﬁ)otentials are obtained from Re®3] with examples pro-
'I_'he_database was sys_tematlcally sorted in terms of initialijeq in Table 1.
projectile charge, projectil&, number of electrons lost, eiC.,  yherefore, introducing a scaled projectile velocity defined
and the selected data were graphed to test for scaling parary,
eters and behaviors. In contrast to previous studies, our ex-
tensive database permits detailed testing for each parameter
and allows us to examine particular features not readily evi- 12
dent using small sets of data. For example, Fig. 1 shows the Ve (high) = U[I—H} (3)
absolute cross sections measured for electron loss from sev-
eral one-electron ions. These data are representative of avail-
able information, e.g., for light ions the cross sections have
been measured for a wide range of impact velocities anghifts all the cross-section maxima to a single-scaled velocity
comparison between different projectiles is easy. In contrasi/s(high)= 1.5 a.u. Here is the impact velocity in atomic
as the projectile becomes heavier, the velocity range of avaiunits, ly,,is defined above, any, is the ionization poten-
able data becomes smaller and in certain cases only a sindi@l for atomic hydrogen. Please note thais an interme-
impact energy has been investigated. If used alone, thdiate quantity calculated directly from impact energies
heavier ion data would make it difficult to determine how, orwithout applying relativistic corrections.
if, the data relate to each other. For shifting the curves vertically, i.e., scaling the cross
But, as Fig. 1 shows, for light ions the stripping crosssections, previous experiments and CTMC the@y] have
sections increase to some maximum value and then decreasleown that at a fixed impact velocity and for a fixed ion
again. As the projectile becomes heavier and/or the projectilspecies, the single and multiple electron loss cross sections
electron becomes more tightly bound, the curves shift downscale roughly at_} By applying the velocity scaling just
wards and to the right. In addition, for collision velocities described and selecting data within a narrow range of scaled
less than where the cross section maximizes, with increasingelocities, Fig. 2 shows that cross-section scaling as a func-
projectile charge the cross sections tend to decrease motien of Ig,,, can be applied to an extremely wide range of
rapidly. These three features must be taken into account iions. The dashed curve in Fig. 2 is a fit to the data and, in this
order to scale the data to a single curve. case, has a slope of —-1. Similar fits performed for many
values ofV,; between 0.1 and 10 gave an average slope of
-1.09+0.18. Hence, multiplying the measured cross sections
by 1599 shifts all the data vertically to a common curve.
First let us address the problem of shifting the cross- In addition to this, note that in Fig. 2 the cross sections
section maximum to a single velocity, i.e., shifting the curveshave been divided byNgé‘, where Ngg is defined

sum.

A. Scaling in the high-velocity regime
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TABLE I. Examples of scaling parameters used. The parentheses in"tig; dell mean that to achieve
scaling, the value used fdN.¢ was 1 for single loss and 5 for multiple loss.

lsum (€V)
Z Projectile Electronic configuration Nes 1, 2, etc. loss
1 H-, D” 1s? 2 7.18, 20.8 13.6
HO,DO 1s 1
2 He 1s%2s 3 8.23, 32.8
He? 152 2 24.59, 79
He* 1s 1 54.4
3 Li~ 152252 2 3
Li© 1s%2s 1 5.39
Lit 1s? 2 75.6, 198
Li2* 1s 1 1225
7 NO [He]2s?2p® 3 14.5
N* [He]2s%2p? 4 29.6, 77, 154
N4+ [Hel2s 3 98
13 Al° [Ne]3s?3p 1 5.99
Al [Nel3s? 2 18.8, 47
17 cr [Ne]3s23p® 6 3.6, 16.6
clo [Ne]3s23p® 5 13
18 Art [Ne]3s23p® 7 27.6, 68, 130
Arb+ [Ne]3s? 2 124, 268
35 Br [Ar]3d1%4s?4pf 6 3.37,15.2
Bro [Ar]3d'04s?4p® 5 11.8
Bré* [Ar]3d'04s?4p 3 59.7
Br’* [Ar]3d® 10 193
54 Xe [Kr]4d'%5s?5p° 7 21.2, 53, 93, 175
Xe3* [Kr]4d'%5s?5p° 5 41.6, 96, 166, 256
Xellt [Ar]3dt4s?4pb4d” 13 245, 521, 797, 828
Xel8t [Ar]3d104s?4p® 18 510, 1064, 1711, 2404,
79 AuP2 [Ne]3s?3p®3d® 19 3500
92 ut [Rn]5f36d 7s 1, (5) 11, 30, 59
uzr+ [Ar]3d104s24p84d055?5p64 111 47 880, 1800, 2760

as the effective number of projectile electrons that are availGenerally, we found that for highly charged but partially
able for removal. For hydrogenlike projectiles, the number ofstripped projectiles such as?0%*, Ng¢; must include the
effective electrons is straightforward. For cases where theutermost shell plus one or more inner shells. Examples of
difference in binding energies between the shells or subshellgalues that were used are provided in Table .

is large, again the choice is straightforward. For instance, in  To determine the power dependence Myg;, cross sec-
the case of & and G* where the electronic configurations tions were compared using ions where the number of outer-
are [He]2s, the difference in binding energies between themost electrons was fairly certain, e.g., using A&r2*, Ar3*,
shells is large andN.s only includes the 2s electron. Like- whereNg=5,4,3.These comparisons were made in the vi-
wise, for low-charge-state rare-gas ions, when the differencesinity of the cross-section maximum in order to minimize
in the binding energies between the subshells is significanthanges associated with impact velocity. Averaging the many
only the outermosp subshell was used. But in many casescases that were examined yielded the best overall scaling
the difference in binding energies is not large and the choicevhen the cross sections are multiplied Iy

of the Ngy+ is rather arbitrary. In these cases, our choice for Therefore, we define a scaled electron-loss cross section
Ners Was based on which best value scaled the data besty
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10° A A ions or different degrees of stripping will have different im-
- pdTH ,H"" ] pact energyvelocity) thresholds since different amounts of
E ' .‘n Ar";rl,s 3 energy are required to remove the projectile electrons. But,
’é Wk L% \.\!’.\.\ Ne? _ as seen in Fig. 3, aIthough the thrgshold velocities may
- .-1,1 %8 X change, all the cross sections maximize at nearly the same
3 510" b H He” z;\. ] scaled velocity and all have the same maximum cross sec-
z Li™ o "~l 3 tion. Thus, for impact velocities below the cross-section
£k K™ '81;\.\ . maximum, the slope of the curves are different and a more
§ Ne** Ar” RN complex formula is required to scale the impact velocities.
w 10° F Au 3 Regarding the velocity where the scaled cross sections
g ) B ] m_aximize, using a wider variety of systems than shoyvn in
100 Viwa=3-4 e 3 Fig. 3 demonstrated that the curves maximize at slightly
AT A“I ' y lower velocities for heavier ions and at slightly higher ve-
107, 10 100 1000 10000 locities for projectiles having higher initial charge states. Ac-
Lo (V) counting for these effects was necessary in order to minimize

. ) . the overall spread in the scaled low-velocity data.
FIG. 2. Cross sections for single and multiple electron loss by  Numerous attempts were made to find a simple scaling
various projectiles plotted versus the sum of the ionization potensnat would account for threshold effects as well as for shifts

tials obtained assuming sequential removal of the electrons. Thgqqqiated with projectile mass and initial charge. The best
superscripts indicate the initial and final projectile charge states

. verall compression of ingl rve w in
Data are for scaled velocities between 3 and 4. Note that the crosos erall compression of data to a single curve was obtained

: o . - using the following formulas to scale the collision velocities
sections are divided by an effective number of projectile electronsbetween zero and the cross section maximum:
See text for details. The dashed curve is a fit to the data and hasa )

slope of -1. In v -0.15
(Vg =v[nt | ay (5)
sum
|Sum 1.09 o4
O-SC=0- I Neff . (4) and
To remove large powers of ten, the measured cross sectionsv“(low)
o are in units ofwa3. This means that the scaled cross sec- = 1.5 % sun/ 10"y ylIsum/ IH]°'3q;10-25ZO-5 logi ol sum/ 1)
tions in the following figures and which can be calculated ©6)
from the formulas presented later in this paper are also in

units of maj. Plotting o, versus Vg high) compresses a In Eq. (5), n is the principal quantum number of the outer-
wide range of data to a single curve, as shown in Fig. 3.most projectile electron ang, is the initial projectile charge
state. For negative ions and neutral projectilgs,was de-
B. Scaling in the low-velocity regime fined to be +1(V,y is an intermediate scaled velocity used
) ) ) in Eqg. (6). In Eq. (6), Z is the projectile nuclear charge and
Figure 3 also illustrates that below the cross-section maxig,a yalue of 1.5 corresponds to the scaled velocity where the
mum, additional scaling is needed. This is because different, <5 sections reach their maximum value.
Effectively, Eq.(5) shifts the position of the maximum
cross section to a common value wittandg;, shifting more
or less depending on the “size” of the projectile or its initial
charge state. Equatiqi6) adjusts the slope of the curves on
a log-log scale by “stretching” the scaled velocities in the
low-velocity regime. As shown in Fig. 4, for electron loss by
E one-electron ions, using this velocity scaling greatly im-
= proves the scaling below the cross-section maximum al-
though the B* data are still slightly offset.

10¢ E

Scaled Cross Section

IIl. RESULTS
n .' One Electron Ions 1

= ] The best overall compression of data to a single universal
PR curve was achieved by scaling the cross sections according
V_ (high) to Eq.. (4) and .the im.pact velocities according to E8) in
the high-velocity regime or by Eq$5) and(6) in the low-
FIG. 3. Scaled cross sections plotted versus scaled velocities fofelocity regime. The high- and low-velocity regimes corre-
electron loss from hydrogenlike ions. The data are the same as tho§®0nd to scaled velocities greater than/less than 1.5, i.e., to
in Fig. 1. The cross sections have been scaled using&qvhile  the right/left of the cross-section maximum. The data were

the impact velocities have been scaled using Bj. binned in narrow scaled velocity intervals and average val-
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g 3 . ] H and He Projectiles ® H, He projectiles ]
i - 1 Negative Ions A Negative lons
. One Electron Ions Neutral Projectiles & Neutral Projectiles
n
0.01 P | n 2 A1 a9l n n ia a1l n n 0'01 N n a4 3l n 1 a1 sl
0.1 1 10 0.1 1 10
V,_ (low) Low | High V.

FIG. 4. Scaled cross sections plotted versus scaled velocities for FIG- 5. (Color onling Scaled cross sections for single and mul-
electron loss from hydrogenlike ions. The data are the same as thod@!€ electron loss by H and He projectiles, negative ions, and neu-
in Figs. 1 and 3. The cross sections have been scaled using)Eq. tral particles in collisions with argon. The crosses are the individual
while the impact velocities have been scaled using Esjsand(6). scaled data while the solid symbols and error bars show average

values within narrow velocity bins. The cross sections are scaled

. leul h faccording to Eq(4). To the right of the cross-section maxima indi-
ues plus standard deviations were calculated. These were Eéted by the division on the velocity axis, the collision velocities are

ted with second-order polynomials, weighted with respect tQcajeq according to Eq3); to the left they are scaled according to
the magnitude of the error bars. Fitting parameters for indiggs, (5) and (6). The solid and dashed curves are our average
vidual data sets as well as for the entire data set are given ibcond-order polynomial and linear fits to the data.

Table Il. From these fitting parameters, scaled cross sections,

in units of waé, for single or multiple electron loss from an with a first-order polynomial. The result was= 101-05\/;61
arbitrary ion interacting with an argon target at an arbitrarywith both powers having uncertainties of approximately
scaled velocity between 0.2 and 30 a.u. can be determinetD%. Whether the linear fit, the average polynomial fit, or

using the following equation: the fit for a particular subgroup of ions is used is left to the
. discretion of the user. Below the cross-section maximum, the
0= 10°V10CINVsd 1", (7)  individual polynomial fits agree with the average fit within

+ a factor of 2-3 atV,.=0.2 and within =30% ai.=1.

Below the cross-section maximum, specifically for Above the cross-section maximum, all the polynomial fits
0.2<V4<2, Egs.(5) and(6) are used to convert between agree within +20% over the entire velocity range. In the
scaled and impact velocities. Above the cross-sectioscaled velocity range between 2 and 20, the polynomial and
maximum, i.e., for K V,.<30, Eq.(3) is used to convert the linear fits agree within 30%.
between scaled and impact velocities. Then the fitting pa- In Figs. 5-8 we present our scaled electron-loss cross sec-
rameters in Table Il and Eq$7) and (4) can be used to tions as a function of our scaled impact velocities for all
predict the cross sections for single or multiple electronavailable argon target data that we were able to find in the
removal. literature. The figures show the individual scaled cross sec-

Because of our interest in extrapolation to higher energiegjons (crossey along with average values calculated within
we also fitted the data having scaled velocities greater than 2arrow velocity rangegsymbols plus error baysand solid

TABLE Il. Second-order polynomial fitting parameters used in &g .for various sets of data. The top
row shows the range of scaled velocities where these parameters apply; the last column gives the highest
scaled velocity where data exist for a particular subgroup.

0.2< Vg {low) <2 1<V high) <30

Coefficient A B C A B C Max Vg of data
H and He particles 0.598 0.762 -0.644 0.828 -0.255 -0.534 ~10
Negative ions 0.617 0.538 -0.547 0.700 0.227 -0.821 ~10
Neutral projectiles 0.608  0.830 -0.478  0.880 -0.338  -0.500 ~20
Singly charged ions 0.353 1.176 -0.498 0.687 0.447 -0.975 ~7
One-electron ions 0.587 1.083 -0.441 0.961 -0.549 -0.363 ~20
Single-electron loss 0.472 0876 -0.107 0.580 0.293 -0.806 ~20
Average fit 0.547 0.849 -0.413 0.780 -0.044 -0.659
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FIG. 6. (Color onling Scaled cross sections for single and mul-  F|G. 8. (Color onling Scaled cross sections for single electron
tiple electron loss by singly charged positive ions colliding with |oss by singly charged positive ions colliding with argon. Symbols
argon. Symbols and curves are as described in Fig. 5 where avesind curves are as described in Fig. 5 where averages have been
ages have been taken for selected ranges of projettile taken for selected ranges of projectile

curves that are our average second-order polynomial fitslata. Therefore, for calculating our average values and fitting
They also show our linear, high energy fithe dashed the data, we have arbitrarily multiplied these double-loss
curves. data by a factor of 2. This represents the only situation where
the scaled data were adjusted after applying our scaling for-
mulas.

Figure 5 presents data for electron loss from H and He AS seen, below the cross-section maximum the vast ma-
projectiles, from negative ions, and from neutral projectilesiOrty of the scaled data falls within a factor of 2 of the solid
Note that there is overlap between these groups, i.e., H pr&Urve, our recommended best fit using the entire database of
jectiles include H and H, which are also includéd in, the €xperimental cross sections. Above the maximum, fewer data
negative-ion and neutral-particle categories. Also note tha@"€ available and the scaled data agree within £25% of the

the negative ions and neutral particles range from light spesClid curve. The scaling is seen to apply equally well for
cies such as H and He to heavy species such as Br and I. Aight projectiles, negative ions, or neutral projectiles. The

mentioned previously, for negative ions it was found thatdashed curve is the linear fit to the high scaled velocity data.

scaling could only be achieved by using an average ionizal '€ data imply that abov¥.~ 10, the second-order poly-

tion potential for situations where the projectile electron wag'omial is superior and that our linear fit would be in better
bound by less than 1 eV. In addition, we found that the@greement if it were shifted upwards by approximately 20%.

scaled cross sections for double loss from He™, and H&
were uniformly a factor of 2 smaller than the majority of the

A. H and He projectiles; negative ions; neutral projectiles

B. Singly charged ions

Figure 6 presents all available data for singly charged ions
being stripped by argon. These ions range froni keU*.
Therefore, in calculating average values we have grouped the
data into light, medium weight, and heavy-ion categories. As
seen, the majority of the singly charged ion data fall within
the low scaled velocity regime. Although there is scatter in
the scaled data, the average values are in excellent agreement
with each other and our average curve, independent of pro-
jectile Z. At very low velocities, these average values fall
below our recommended fit. Finally, please note that few
data above the scaled cross-section maximum are available
and that for heavy ions no data exist for scaled velocities
greater tharVy.~ 3. Therefore, whether our linear or poly-
0.01 e E——— nomial extrapolation to higher velocities is better cannot be

0.1 1 10 .
Low| High v, determined.

Scaled Cross Section

FIG. 7. (Color onling Scaled cross sections for single and mul-
tiple electron loss by multiply charged positive ions colliding with
argon. Symbols and curves are as described in Fig. 5 with averages Figure 7 presents data for single and multiple electron
shown for selected ranges of projectile loss from multiply charged ions. Although the vast majority

C. Multicharged ions
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of these data are for collisions with an argon target, we have K
included stripping cross sections for Ky, Xell*18%t -
Au®?*75% and PB-N, collisions in order to supplement I .
the high-energy portion of our database. Including these data ¢ ¥ xa °
is justified by experiments performed in the MeV/u range
[4,7,63 which yield similar stripping cross sections for col-
lisions with argon and molecular nitrogen targets.

The importance of these multicharged ion data is that the

Single Electron Loss for Z > 15, q <Z/3 Ions ]

Linear {v'l} fit

_________________

o,V (high)
s
T

1,2+ 4.6+ ..
traditional approach for investigating processes at high col- : :’M ® :’w v* extrapolation™ .
lision velocities is to use highly charged ions. However, as N K:,’ Z s; )
seen, scaling the impact velocities bg(}r’,f means that the . e )
o : 1 1L & Xe* o Xe™™ 100 MeV/u 20MeV/u  ~
majority of the data are shifted to the vicinity of the cross- F g w AFCs’ o ]
section maximum and do not help in extrapolating to high . N (R S
velocities or in determining which velocity dependence is 1 10 .
correct. There is considerable scatter in the scaled data. But V.. (high)

the reader is reminded that these data range from single- to
many-electron loss from ions ranging from doubly chargeq

light ions to highly stripped heavy ions and for energies >
ranging from a few keV/u to many tens or hundreds of
MeV/u. This means that for some of the data both the cros
sections and the velocities have been scaled by factors

100-1000 or more. Because of the scatter, no polynomial fi
to the data was made. But the average values are seen

FIG. 9. (Color onling Scaled cross sections for single electron
s by fast, heavy, low-charge-state positive ions colliding with
argon. Symbols show all known data for ions wath- 15 and initial
charge stata<Z/3; Arl-2*, Xe3*, Ref. [4]; Ar*®*, Refs.[7,45;
*, Ref.[15]; Br+5*, Ref.[30]; Kr'*, Xel'*, Refs.[6,7]; SI*, Ref.

2]; Xel®* Ref. [3]; U+810% Ref. [62]. The solid curve is our
verage second-order polynomial fit, the dashed curve is a linear fit
il high scaled velocity data and has a velocity dependence of

generally agree within a factor of 2 of the solid curve. v™L. The dotted curve is a 2 extrapolation from the data shown in
this figure. Indicated on thr axis are scaled velocities for ions of
D. Single electron loss interest to the USA heavy-ion fusion program and the accelerator

Figure 8 presents data for single electron loss from negau_pgrade at GSI-Darmstadt.

'[Ive.I.OI‘lS., neutral parycles, an'd smgly or multiply Chargedtens or hundreds of MeV/u respectively. In Fig. 9 we show
positive ions. In the high-velocity regime and near the cross-

) . L all available data for single electron loss from heavy
+500, - .
section maximum, all the data fall within +50% of our rec .%Z>15), low-charge-statdq, /Z<1/3) ions and compare

ommended value. For lower impact velocities the scatter i h data t Il ool ial and i ree solid
larger, roughly + a factor of 2—3. Averages for narrow veloc- ese dala to our overall polynomial and linear (it soli
d dashed curvegsin making this comparison, we plot

ity slices are shown for light, intermediate weight, and heavy”m ; . ) .
ions. Again our linear fit is in good agreement for scaled”scVsdNigh) versusVy(high). Thus, av™* dependence wil

velocities less than 10. As before, the linear fit is roughlybe a horlzont'all line. Thg arrows at the bottom axis indicate
20% below the data. scaled velocities for high-energy, low-charge-state heavy
ions of interest.

Plotted in this manner, the measured cross sections mono-
tonically increase untiV,.~2. For V,.=2—7 they scatter

Our goals when initiating this work were {@) establish  around an average value of 15+4. The agreement between
scaling rules for electron loss from an arbitrary ion inducedthe data and our fits is on the order of the typical uncertainty
by collisions with a many-electron target afig) to predict in the measurements, as indicated by the error bar on the data
stripping cross sections at high energies for low-charge-statgoint atVy.~5. Also shown in Fig. 9 is a dotted curve rep-
heavy ions where no experimental information exists. Weresenting a~2 extrapolation beginning at the last data point.
have shown that, generally within a factor of 2, cross secThe reader is reminded thava® dependence is predicted by
tions for stripping one or more electrons from virtually any one-electron theories and that according to@&y.the scaled
projectile at any impact energy agree with our universal fitand unscaled impact velocities are proportional, so they have
Therefore, within a factor of 2 we expect to be able to predicthe same velocity dependences.
cross sections using the fitting parameters given in Table Il These fits and extrapolations predict the following. The
and the equations given above. For extrapolation purposesross sections for one electron loss from a 20 MeV/u singly
our fits show that below the cross-section maximum thecharged heavy ioAr* or Cs', whereVg.~20 andNg;=5
scaled cross sections increase roughly linearly with thend 6, respective)y i.e., possible candidates for the USA
scaled impact velocity/s. Above the cross-section maxi- Heavy lon Fusion program, are approximately
mum, our second-order polynomial fits decrease roughly ad x 10" cn? using our average polynomial fit,
V.2 up to Vg~ 10, and then approximately 852 A linear ~ ~5X107*7cn? assuming our linear (v™) fit, and
fit to all data aboveV,.=2 had aV,. dependence. 1.6x 10 * cn? assuming thev™ extrapolation shown in

With regard to the Heavy lon Fusion project in the USA Fig. 9.
and the Accelerator Upgrade at Darmstadt, the interest is in For Heavy lon Fusion, it has also been suggested that a
accelerating intense beams of low-charge-state, heavy ions teavy negative ion could be used. Our study would predict

E. Velocity dependences and cross-section predictions
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the following cross sections for a 20 MeV/u™Gbn (where IV. SUMMARY
V~54 and Ngi=6); ~4x 101 cn? using our average
polynomial fit,~1.5x 107¢ cn? assuming our linear fit, and
1.9x 10 tcn? assuming the 2 extrapolation. In the case of
the accelerator upgrade at GSl-Darmstadt, a possible can

-1

S o N
date for studies is a 100 MeV/u?%€f ion (whereV,.~ 8 and scale roughly as.> and Ngﬁ’ wherel . is the sum of the

Neti=46). Existing data and our study predict that the cross”_. ~ . 3 . .
section for one electron loss would be approximately 7|on|zat|on potentials assuming sequential removal of the

X 1078 cn? with little uncertainty introduced by extrapolat- weakest, next weakest, etc. bound electrons fgidis the
effective number of projectile electrons available. In the

ing outside the existing data regime. This is in excellenthigh_veIOCity regime, the impact velocities scalela?;f" in

agreement with CTMC calculatiori§4]. . . . o
Regarding these estimates, we would like to emphasiz&he low-velocity regime, the velocity scaling is more com-

several points. First, although our fits are based on a largBIr?(;(ostlr?greegfen(:tftui?goL:Eitsfl?;r d;ﬁc?;?;gé?ﬁi?cﬂdcscggl\irs-
amount of existing data, we have extrapolated far outside th8 > g th 9 ; )
tually any possible projectile and velocity, universal cross-

available information for heavy ions, particularly in the cases " : .
of Ar*, Cs, and CI. Second, as seen in Figs. 5-8, mostsectlon scaling formulas have been presented. On the aver-

individual measurements agree within approximately a facto hgee 'f(f)?rrni?:éegr\éelcof:éiege?eeéwt%eﬂ;,%priﬁé?gtﬁley 2&5 :Qi(lji tizeos,
of 2 of the fitted curve but in certain cases much larger de- P P

viations occur. Third, based upon existing data, there is n ith accuracy within a factor of 2. At very low energies,
indication that the cross sections should scalev@s for _reshold effgcts make them Ie_ss reliable. At very high ener-
V..< 10. Therefore, we consider the smaller cross sectiond'> and particularly for prOjegtlles possessing weakly bound
qlsjcoted above usin'g the 2 extrapolation beginning av electrons, extrapolations outside the existing data set are re-
~5 to be too small and highly unlikely. Fourth, a Iinearsfcit to guired, so the results become inherently less and less accu-

all data above scaled velocity 2 yielded &% impact ve- "€

. L . : o For extrapolation to high energies, it was shown that the
locity dependence. This is consistent with CTMC prediction , : _
for electron loss from many-electron ions. Using oGt fit “best ft to all the high-energy data had roughly depen-

to predict stripping of 20 MeV/u Arions yields single elec- dence f;“ scaled velocme§ up to apprommatgl_y 10 fqllowed
tron loss cross sections that agree reasonably well withY @ Vsc dependence at higher scaled velocities. Using our

CTMC calculationg4]. The agreement is even better if the Its gnd av™ extrapolatit_)n, cross sections were predicted for
linear fit were made using only the low-charge-state heavypamcular systems of interest in the USA and Germany.

ion data shown in Fig. 9. Thus, in extrapolating to scaledAva”able information indicate that the 2 extrapolation un-
velocities larger thaﬁvlb t.hev‘l (;urve(linear fity shown in derestimates the cross sections in this particular case and that

Fig. 9 may be more accurate for projectiles carrying man)for low-charge-state heavy ions, the linear fit may be more

electrons whereas for few-electron projectiles our polyno_appropriate. Finally, we note that although our work is based

mial fit may be more appropriate. Finally, to avoid confusion" stripping by argon atoms the same formulas should apply

the reader is reminded that the cross sections predicted in tﬁgr interactions with molecular nitrogen because both targets

previous paragraph are for single electron loss. According tg'eld similar stripping cross sections.

several recent studid#,62], total loss cross sections from

these heavy singly charged ions are roughly a factor of 2 ACKNOWLEDGMENTS

larger. Or, total loss cross sections could be estimated by

using Fig. 9 to extract double, triple, and higher electron-loss This work was supported by the U.S. Department of En-
cross sections for the desired systems and summing the rergy, Grant No. ER54578. A.C.F.S. is grateful for support
sults. obtained from CNPgBrazil).

To summarize, scaling behaviors for electron loss result-
ing from collisions with argon atoms have been studied using
Cﬁg(perimental data measured for a wide variety of projectiles
and impact velocities. It was found that the cross sections
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