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Driver-phase-correlated fluctuations in the rotation of a strongly driven quantum bit
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The need to maximize the number of operations of a quantum bit within its decoherence time may require
the ratio of Rabi frequency to transition frequency to be large enough to invalidate the rotating-wave approxi-
mation. The state of the quantum bit under any initial condition then depends explicitly on the phase of the
driving field, resulting in driver-phase-correlated fluctuations and a violation of the rule that the degree of
excitation depends only on the pulse area. This is due to the interference of the excitations caused by the
corotating and counterrotating fields, and is a significant source of error, correctable only by controlling the
driver phase. We present a scheme for observing this effect under currently realizable parameters.
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In order to minimize the decoherence rate of a two-stateated, but with identical pulse areas. The population differ-
quantum bit(qubit) embodied in a massive particle, one of- ence for the qubits will then exhibit a fluctuation, correlated
ten chooses to use low-energy transitions. In general, one e their respective values app. For a quantum computer,
interested in performing these transitions as fast as possibtais variation would represent a source of error. For some
[1-5] which demands a strong Rabi frequency. The ratio ofexperimentge.g., Ref[5]), the value ofy is already close to
Rabi frequency to qubit transition frequency is therefore no0.01, so that the magnitude of this error is much larger than
necessarily very small, thus invalidating the so-calledthe ultimate accurac§10°) desirable for a large-scale quan-
rotating-wave approximatioiRWA). A key effect due to tum computel{11] and must be controlled.
violation of the RWA(VRWA) is the so-called Bloch-Siegert To illustrate this effect, we consider an ideal two-level
shift [6—9] which is negligible in optical transitions, but is system where a ground std@ is coupled to a higher-energy
manifested in nuclear magnetic resonarit6]. Here, we state|1). We also assume that the-01 transition is mag-
show that VRWA leads to another important effect, whichnetic dipolar, with a transition frequeney, and the magnetic
can lead to controllable errors that are significant on the scalfteld is of the formB=B, cogwt+ ¢). We now summarize
of precisions envisioned for a functioning quantum computeibriefly the two-level dynamics without the RWA. In the di-
[11]. Specifically, we show that under VRWA the population pole approximation, the Hamiltonian can be written as
difference between the two levels of the quantum bit, with
any initial condition, depends explicitly on the phase of the
driving field at the onset of an excitation pulse, which is a
violation of the rulg[6] that for a two-level system starting in
the ground state, the population difference is a function ofvhereg(t)=-golexpiot+i¢)+c.c]/2, o; are the Pauli ma-
the integral of the field amplitude over the pulse duration andrices, ande=w corresponds to resonant excitation. The
does not depend on the phase of the field. We provide &tate vector Is written as
physical interpretation of this effect in terms of an interfer-
ence of the excitations caused by the corotating and counter- Co(t)
rotating fields, and present a scheme for observing this effect |&(1) = c
under currently realizable parameters. !

To see the implication of this result, consider a scenario ) ) .
where one has a qubit, initialized to the ground state, and/€ Perform a rotating-wave transformation by operating on
would like to prepare it to be in an equal superposition of thd£(t)) with the unitary operato®, where
ground and excited states. To this end, one would apply a
resonant pulse with an area @f 2 starting at a time=t,.
Under the RWA, one does not have to know what the abso-

lute phase of the fieldpp, is att,, and the population differ- L . ]
ence for the qubit would be zero. Under VRWA, however, Tne Schrédinger equation then takes the fdsetting/:=1)

the desired excitation would only occurdi>=0. Otherwise, |~§>=—iH(t)|~§(t)> where the effective Hamiltonian is given by
the population difference would have a component varying

as 7 sin(2¢p), wheren is a parameter that is proportional to ~ .

the ratio of Rabi frequency to transition frequency. Suppose H=a(t)o, +a (Yo, (4)
one has to apply this pulse to many such qubits, with a po-

tentially different ¢p for each(e.g., because the pulses arewith a(t)=-(go/2)[exp(-i2wt—i2¢)+ 1], and in the rotating
applied at different times or the qubits are spatially sepaframe the state vector is

H = e(og— 0)[2 +g() oy, 1)

2)

Q= (0p+ 0,12 + exiot +id) (oo — 0,)/2. 3
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(5) order to simplify these two equations further, one needs to
diagonalize the interaction between, andb_;. Define u._

Now, one may choose to make the RWA, corresponding to_ (@, ~b_y) and u,=(a,+b.,), which now can be used to

dropping the fast-oscillating term ia(t). This corresponds '€€XPress these two equations in a symmetric form as
to ignoring effects(such as the Bloch-Siegert shifof the = —i(20+ 02 e — i 2 10
order of(gy/ ), which can easily be observable in an experi- H- (20 + Qo/2) -~ 1G080/2, (103
ment if gy is large[6—10]. On the other hand, by choosigg L )

to be small enough, one can make the RWA for any value of Ms==1(20 = 9o/2) s + 19020/ 2. (10b)

«. We explore both regimes in this paper. As such, we findgiapatic following then yieldgagain, to lowest order i)
the general results without the RWA. _ _ p_~-nay and ., ~ 7ag, which in turn yieldsa_;~0 and
Frqm Egs.(4) and (5), one gets two coupled differential b_,~ 78,. In the same manner, we can solve E@) and
equations (94), yielding a, ~ - b, andb, ~0.
- ~ Note that the amplitudes @f ; andb, are vanishingeach
Co(t) == (go/2)[1 + exp— 20t —i2¢)]Cy(t), (68  proportional to7?) to lowest order iny and thereby justify-
ing our truncation of the infinite set of relations in §§). It
is easy to show now

- ) Eo( ) where o= (gou/4w). We consider first Eqg9e) and(9f). In
|E0) = QléWw) = | _

Cy(t)

E:l(t) =—(go/2)[1 + exd+ 2wt + i2¢)]60(t). (6b)

We assuméCo(t)|?=1 to be the initial condition and proceed a9 =igoby/2 +iA(t)ay/2, (11a
further to find an approximate analytical solution of E6).
Given the periodic nature of the effective Hamiltonian, the bO: i90a/2 —iA(H)by/2, (11b)

general solution to Eq6) can be written in the form
" WhereA(t)=g§(t)/4w is essentially the Bloch-Siegert shift.
i _ an . . Equation(11) can be thought of as a two-level system ex-
€)= 2 [bn}ex;{n( 120t ~i2¢)]. @) cited by a field detuned bX. For simplicity, we assume that
_ _ _ o ~this detuning is dynamically compensated for by adjusting
Inserting Eq.(7) into Eq.(6) and equating coefficients with - the driving frequencyv. This assumption does not affect the
same the frequencies, one gets forrall essence of the results to follow, since the resulting correction
o . to » is negligible. With the initial condition of all the popu-
8 = 12nwan +igo(by + by-1)/2, (8a) lation in|0) att=0, the only nonvanishingo lowest order in
7) terms in the solution of Eq9) are

ag(t) = codgo(t/2],  bo(t) =i singe(Ht/2],

n=—o

b, =i2nwb, +igo(an + an.1)/2. (8b)

Here, the coupling betweeay andb, is the conventional one

present when the RWA is made. The couplings to the nearest e _ ,
neighborsa,,; andb,q, are detuned by an amounb2nd so a(t) = — iy singi(tt/2], b_y(t) = 5 coggy(t)t/2],
on. To the lowest order ifgy/ w), we can ignore terms with \\hare

In|>1, thus yielding a truncated set of six equations
t

ap=igo(bg +b-1)/2, (9a) go(t) = 11t J Go(t))dt’ = go[ 1 — (/7)™ expl(= /7).

0
bo = igg(ap + a,)/2, (9b) We have verified this solution via numerical integration of
Eq. (6) as shown later. Inserting this solution into E6) and
reversing the rotating-wave transformation, we get the fol-

a1 =12way +igo(by + by)/2, (90) lowing expressions for the components of E2):
by =i2wb; +igeay/2, (9d) Colt) = codgo(tt/2] - 277 sinlgy(H¥/2], (123
8y =208, +igob_y/2, (9¢) Cy(t) = e Msingg(t)t/2] + 272 codgy(tt/2]},
| (12b)
b_, = —i2wb_; +igg(a_y + ag)/2. (9f)

where we have definell = (i/2)exd —i(2wt+2¢)]. To low-

We considergy to have a time dependence of the form est order inz, this solution is normalized at all times. Note
o(t) =gom[ 1 —exd—t/ 75, ], where the switching time con- that if one wants to carry this excitation on an ensemble of
stant 7, > w‘l,ga,\l,l. We can solve these equations by em-atoms using ar/2 pulse and measure the population of the
ploying the method of adiabatic elimination, which is valid state |1) after the excitation terminategat t=7 when
to first order inp=(gy/4w). Note thaty is also a function of  g’(7)7/2=m/2], the result would be an output signal given
time and can be expressed agt)=7n[l-exg-t/7,)], by
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FIG. 1. Schematic illustration of an experimental arrangement ) )

for measuring the phase dependence of the population of the excited 0 5 T 10 15
state|1): (a) The microwave field couples the ground std@) to

the excited statg1)). A third level,|2), which can be coupled {d) FIG. 2. lllustration of the Bloch-Siegert oscillatiqiBSO): (a)
optically, is used to measure the populatior|Dfvia fluorescence the population of statél), as a function of the interaction time
detection(b) The microwave field is turned on adiabatically with a showing the BSO superimposed on the conventional Rabi oscilla-
switching time constant,, and the fluorescence is monitored after tion; (b) the BSO oscillatiorfamplified scalgby itself, produced by

a total interaction time of. subtracting the Rabi oscillation from the plot(@; and(c) the time
dependence of the Rabi frequency. Inset: BSO as a function of the
absolute phase of the field.

CuGy(, =1+ 2psin2g)), (13
In order to optimize the signal, the laser Rabi frequefigy

is chosen to be such thét 7, =, so that all the populations
where we have defined the phase of the field=t to be  of state|1) are excited to stat) at the end of the pulse. For
¢.= wt+ ¢. This signal contains information of both the am- the cycling transition(1-2) and a pulse focused to an area of
plitude and phase of the driving field. 25 um?, the power needed for achieving this Rabi frequency

This result can be appreciated best by considering an exs 1.2 W, which is achievable experimentally. After the laser
perimental arrangement of the type illustrated in Fig. 1. Conjulse is turned off, the fluorescence is collected for a dura-
sider, for example, a collection 6fRb atoms, caught in a tion longer than the spontaneous-decay lifetif®2 nse¢ of
dipole force trap, where the stat{®=5°S,,,:|F=1,m=1) state|2). Under this condition, our simulation verifies that
and |1)=5%S,,,:|F=2,m=2) form the two-level system. the detector signal is essentially proportional to the popula-
These states differ in frequencies by 6.683 47 GHz. Whetion of state|1), as given by Eq(13), with the proportional-
illuminated by resonant right-circularly polarized light at a ity constant determined by the efficiency of the detection
frequency of 3.84% 10'* Hz, state|1) couples only to the system. If 16 atoms are useth number easily achievable in
state|2) =5°P5,:|F=3,m=3), which in turn can decay only a dipole trap, the signal-to-noise ratio can be more than 100
to state|1). This cycling transition can thus be used to pumpfor the parameters considered here, assuming a detector solid
the system into statél). When a right-circularly polarized angle of 0.3r and a quantum efficiency of 0.8. In Fig(a®,
microwave field at 6.683 47 GHz is applied, sthfecouples  we have shown the evolution of the excited-state population
only to state|0), even when the RWA approximation breaks as a function of the interaction time using the analytical
down. The strong-coupling regime.g., 7, of the order of expression of Eq(12). Under the RWA, this curve would
0.1) can be reached, for example, by using a superconductepresent the conventional Rabi oscillation. However, we no-
ing, highQ (10'% microwave cavity[12]. The theoretical tice here some additional oscillations, which are magnified
model developed above is then a valid description of theand shown separately in Fig(l8, produced by subtracting
coupling between0) and|1). the conventional Rabi oscillatior(sin’[gy(7)7/2]) from

The strong microwave field is turned on adiabatically withFig. 2@a). That is, Fig. 2b) corresponds to what we
a switching time constant,,, starting at=0. After an inter- call the Bloch-Siegert oscillation(BSO), given by
action time ofr, chosen so thagy(7)7=/2, the population 7 singy(7)7]sin(2¢,). The dashed curvé) shows the time
of state|1) can be determined by coupling this state to thedependence of the Rabi frequency. These analytical results
state|2) with a short(faster than 1b and 1kgy) laser pulse agree closely with the results obtained via direct numerical
and monitoring the resulting fluorescerds). integration of Eq.(7). Consider next a situation where the

We have simulated this process explicitly for the follow- interaction timer is fixed so that we are at the peak of the
ing parametersw=27x 6.683 47X 10° sec?, ggy=0.1, and  BSO envelope. The experiment is now repeated many times,
7sw=0.1. These numbers are easily achievable experimemwith a different value of¢p each time. The corresponding
tally. The laser pulse width, p is chosen to be 182 sec in  population of|1) is given by 5 sin(2¢,) and is plotted as a
order to satisfy the constraint that<1/w and 7 <1/ggy.  function of ¢ in the inset of Fig. 2. This dependence of the
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population ofl1) on the initial phasep (and, therefore, on the nearly 1%. This error is much larger than the permissible
final phasep,) makes it possible to measure these quantitieserror rate of 10° for an error-correcting quantum computer
Note, of course, that the speed of the detection system ithat would consist of 10qubits[11]. In order to eliminate

limited fundamentally by the spontaneous decay ratehe BSO-induced error, one can design the driving system
y 1 (~32 nsec in this cag®f state|2). As such, it is impos-  such that the phase is measured, e.g., by using an auxiliary
sible in this explicit scheme to monitor the phase of thecluster of bits located close to the qubit of interest, at the
microwave field on a time scale shorter than its period. If oneynset of the qubit excitation, and the measured value of the
were interested in monitoringlthe p?a_se of a microwave fielhhase is used to determine the duration of the excitation
of a lower frequencyso thatw™">y™), it would be possible  ,se in order to ensure the desired degree of excitation of
to t.rack the phage on a time spale much shorter than itg,q qubit[14,15. Finally, we point out that by making use of
period. One possible set of atomic levels that can be used fjistant entanglement, the BSO process may enable teleporta-
this purpose is the Zeeman sublevétsg., those of the ion of the phase of a field that is encoded in the atomic state

5?S1,:F=1 hyperfine level of'Rb atoms, where the energy  ampjitude, for potential applications to remote frequency
spacing between the sublevels can be tuned by a dc magnefeking [16—19.

field to match the microwave field to be measured. However, |, conclusion. we have shown that when a two-level

the number of sublevels that get coupled is typically moreyomic system is driven by a strong periodic field, the Rabi
than 2. A simple extension of our theoretical analysis showsyscillation is accompanied by another oscillation at twice the
that the signature of the phase of the microwave field stilkansition frequency, and this oscillation carries information
appears in the population of any of these levels and can bgnoyt the absolute phase of the driving field. One can detect
used to measure the phase. More generally, the phase Signgs phase by simply measuring only the population of the
ture is likely to appear in the population of the atomic levels,eycited state. This leads to a phase-correlated fluctuation in
no matter how many levels are involved, as long as the Ralhe excitation of a qubit and violation of the rule that the
frequency is strong enough for the RWA to break down.  gegree of excitation depends only on the pulse area. We have
A recent experiment by Martiniet al. [S] is an example  ghown how the resulting error may be significant and must

yvhere a qupit is driven very fast. In this expgriment, a qubitys controlled for low-energy fast qubit operations.
is made using the two states of a current-biased Josephson

junction, the resonance frequency ds=6.9 GHz, and the We thank G. Cardoso for fruitful discussions. We wish to
Rabi frequency igg=80 MHz. If this experiment is carried acknowledge support from DARPA Grant No. F30602-01-2-
out without keeping track of the phase of the driving field, 0546 under the QUIST program, ARO Grant No. DAAD19-
the degree of qubit excitation will fluctuate due to the BSO,001-0177 under the MURI program, and NRO Grant No.
leading to an error which is of the order gf w=0.01—i.e., NRO-000-00-C-0158.
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