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Absolute total-, single-, and multiple-electron-loss cross sections are measured for, (F°"-,
Xe3")-(Ne, N,, Ar) collisions at 0.74 and 1.4 MeV/u. In addition, a many-body classical trajectory Monte
Carlo model was used to calculate total- and multiple-electron-loss cross sections fongact. For N and
Ar targets, excellent agreement between the measured and calculated cross sections is found; for the Ne target
the experimental data are approximately 40% smaller than the theoretical predictions. The experimental data
are also used to examine cross-section scaling characteristics for electron loss from fast, low-charge-state,
heavy ions. It is shown that multiple electron loss increased the mean charge states of the outgoing argon and
xenon ions by 2 and 3 respectively. The cross sections decreased with increasing number of electrons lost and
scaled roughly as the inverse of the sum of the ionization potentials required to sequentially remove the most
weakly bound, next most weakly bound, etc., electrons. This scaling was found to be independent of projectile,
incoming charge state, and target. In addition, the experimental total loss cross sections are found to be nearly
constant as a function of initial projectile charge state. As a function of impact energy, the theoretical predic-
tions yield anE~ 13 pehavior between 0.5 and 30 MeV/u for the total loss cross sections. Within error bars, the
data are consistent with this energy dependence but are also consistent &it’aanergy dependence.
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[. INTRODUCTION AND BACKGROUND ies were performed, in part to study the fundamental atomic
processes themselves but also in order to extract experimen-

Electron loss, also referred to as projectile ionization ortal parameters used to accelerate ions to higher and higher
stripping, is an important ionization component in dressecenergies. Since that time, additional experiments have inves-
ion-atom collisions. It increases the charge state of the pratigated multiple-ionization processes and scaling behaviors.
jectile and liberates fast electrons to the continuum. OfterFor compilations and selected examples of experimental in-
projectile ionization is associated with simultaneous ionizaformation available, see Refle—15).
tion of the target. Electron loss plays a major role in stopping On the theoretical side, projectile ionization resulting
power and energy deposition by fast ions, particularly forfrom collisions with neutral targets is a complex, many-body
energies around a few hundred keV/u; it provides an excelprocess. Further complications are that projectile ionization
lent testing ground for enhancing our knowledge of many+esults from interactions with both the partially screened tar-
body atomic processes since the number of interacting paget nucleus and the bound target electrons, the relative im-
ticles can be controlled simply by the choice of ion andportance of these channels varies with impact energy, the
charge state. It is a primary tool in accelerating ion beams tamount of screening depends on the number of projectile
high energies, and is important in neutron-induced radiatiorlectrons removed, and the number of target electrons ac-
damage of tissue since this is how charged ions are produceively involved depends not only on the impact energy but
from neutral recoil fragments generated by neutron bombardalso on which projectile electrons are being removed, i.e.,
ment. Electron-loss studies can also be used to provide infoboth on the initial projectile charge plus the number of elec-
mation about ionization of an ion by the combined Coulombtrons removed. As a result, few theoreticians have tackled
forces of a partially screened target nucleus and its bounthis difficult subject even though the basic methods were
electrons. outlined many years agd6].

For these reasons, there exists a long history of electron- In spite of this, in 1948 Bohf17] used semitheoretical
loss experiments, beginning in 1920s when Rutherford meaarguments and predictedva * dependence for stripping of
sured stopping power fax particles passing through 4it]. light particles by intermediatg targets, in accordance with
During the period from 1960s to 1980s, a multitude of stud-the dependence found by Rutherford in his stopping-power
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measurements. More recently, Montenegro and Meyerhathamber containing the DT pellet increases the mean charge
[18] have performed calculations for relatively few electronstate of the beam, which increases the focal spot size and
systems. For the many-body systems of interest here, Shedecreases the power density on the target. At GSI, the high-
elko and Olson have calculated electron-loss cross sectiorggiergy beams will be injected into synchrotrons and acceler-
using two different approaches. Shevelko used a nonrelati\ated to 100-MeV/u energies. Loss processes in the rings may
istic Born model to calculate cross sections, and then scald@duce the final beam intensities and luminosities available
his results to account for ionization of the projectile by thefor experiments. In addition, loss processes lead to reduced
partially screened target nucleus and target electrons. Usirgjorage lifetimes, again restricting what physics can be inves-
this approach he calculated total loss cross sections and bedfgated. The reader is referred to Ref&3] and [24] for
storage lifetimes at high energies for a variety of projectiles2dditional details on these projects.

interacting with gase$19—21. Olson used a many-body Spurred by these needs for electron-loss information at
classical trajectory Monte Carlo treatment to calculateMeV/u energies and for low-charge-state ions, several ex-

single- and multiple-loss cross sectiofi5,22. Although periments were performed at the Te>+<as A&M University. In
both methods were demonstrated to be in agreement witAn® cas¢15], electron loss from X¢* was measured be-
selected sets of experimental data, differences between thelfjeen 2 and 10 MeViu. In other Wé)'ﬂ%]' datzi were col-

are that the CTMC method included multiple electron re-1ected using selected charge states’(Aand Af**) and im-
moval processes whereas the Born treatment only incorpd@ct energieg10.2 and 19 MeV/u However, neither of
rated single-electron transitions. The scaled Born approximal'€seé experiments addresses the question of loss from very
tion predicts anE~! energy dependence at higher ener-low charge state or singly charged ions, nor do they test

gies whereas the CTMC method predicts a much slowefh€oretical predictions for singly charged ions.
dependence. Therefore, in collaboration with the University of

In spite of decades of research and the large database Mfissouri-Rolla and the Atomic Physics and Accelerator
electron-loss information available, except for the lightestd™oups at the GSI-Darmstadt, a systematic investigation of

projectiles, existing data are limited to impact energies les§l€ctron loss from low-charge-state heavy ions interacting at

than approximately 200 keV/u. For heavier projectiles, somdligh energies with various gases was initiated. Here, we re-
data exist in the MeV/u range, but only for highly stripped POt absolute cross sections measured at 0.74 agg 1.4 MeV/u
ions. This lack of information for fast, low-charge-state, andfor single and multiple electron loss from Ar Ar?*, and
heavy ions is particularly relevant because electron-los&€”  ions colliding with neon, argon, and molecular nitro-
cross sections have recently become major questions relatig¢n targets. These data provide information about the relative
to large projects under way in the USA and Germany. BotdMmportance of multiple-loss processes, as well as information
projects require intense beams of heavy ions having energi@Pout how the cross sections scale as a function of incoming
of tens to hundreds of MeV/u. In the USA, the impetus is theProjectile charge state, impact energy, and tagyéh addi-
heavy-ion fusion program where it is proposed to bombard 49N, these data provide an opportunity to test the many-body
deuterium-tritum(DT) pellet with intense beams of heavy, CTMC calculations for systems containing many, loosely

singly charged ions; the goal being to achieve laboratorfound, electrons.
fusion. In Germany, a planned upgrade of the accelerators at
the GSI-Darmstadt requirefs' af:celeratipn of heavy ions wi.th Il EXPERIMENTAL METHOD AND PROCEDURES
low-charge states to relativistic energies, one reason being
future studies of nuclear processes involving radioactive spe- The measurements were performed at the GSI UNILAC
cies lying far from the stability curve. using the gas stripper as a target and the beam transport
In both cases, intense beams must be accelerated aadalyzing magnet as a postcollision charge state analyzer.
transported through long distances. Interactions with backPost-collision charge state intensities were measured by in-
ground gases in the beamline lead to energy and chargeerting a high-rate position sensitive detector immediately
straggled beam components. Loss of these components lighind the analyzing magnet and using a fast histogramming
highly detrimental as it not only decreases the beam lumitime-to-digital converter and PC to collect datdhe time
nosity, it also can contribute to erosion of the vacuum wallsstructure of the beam, e.g., 3 Hz at 1 ms with a duty cycle of
and lens elements, and can lead to radiation buildup via a®.3%, precluded using standard list-mode methd8lits in-
tivation of components in the beamline; additionally, due toserted before and after the gas stripper were used to define
localized heating and desorption along the beamline théhe beam axis, collimate and reduce the beam intensity, and
background pressures increase, further amplifying the prolto define the beam divergence. These slits also provided dif-
lems. These problems can be reduced to acceptable values fgyential pumping between the target and accelerator/detector
lowering the overall vacuum, but at a considerable expenseegions. By valving off the high-speed pumps normally used
In the worst case, additional improvements in the vacuunio pump the gas target and opening the leak valve to the gas
may be technologically infeasible. jet, a pseudostatic gas target filling the gas target chamber
In addition, the USA project requires both high beam in-between the entrance and exit slits was formed. The target
tensity and a tight focus on the target to achieve the necegpressure at the periphery of the chamber was measured with
sary power density to induce fusion. This means minimizingan ion gauge.
space-charge blowup effects by using low-charge-state The experimental procedure consisted of accelerating ar-
beams. Electron loss in the poor vacuum of the reactiogon, xenon, and helium ion beams to energies ranging from
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measured at the periphery of the target chamber. Thicknesses were
calibrated using known cross sections and measured charge state
fractions for 0.74-MeV/u Hé impact, as described in the text.

100 | 1
beam path(target density times path lengttthe following
calibration procedure was used. For each target gas, growth
10 E curves were measured for electron capture and loss by 0.74-
MeV/u He' ions. Using known absolute cross sections for
ionization, capture, and loss by He, Heand H&" impact
gl a ) ) [3,26-31, charge state fractions as a function of target den-

At ARY ASY AT AST AST AT AR AST AT sity were calculated for each target. Then, by comparing the

. . . measured and calculated values, conversion tables between

FIG. 1. Top figure: two-dimensional spectrum of the post-measured pressure and effective target thickness were deter-
CO"lSlOn Charge states f0r O74'MeV/U ﬁ"mpact on Ar. Bottom mlned The results are Shown |n F|g 2 |n performlng th|s
figure: one-dimensional projection of the above spectrum. calibration, it was demonstrated that the uncertainties in the

0.74 to 1.4 MeV/u, passing them through the target regiont@'9et thickness primarily depended on and were directly
and measuring the postcollision charge state spectra asPfoportional to uncertainties in the absolute single-electron-
function of target pressure, i.e., the growth curve methodl0Ss cross sections for Heimpact. From overlaps or ex-
For each energy and beam the intensity had to be reduced §apolation between cross sections measured by different
many orders of magnitude in order to perform the experi-groups, the published cross sections used in this calibration
ment. Therefore, efforts were made to reduce the intensity iprocedure were assigned an absolute accuracy3ii%.
a manner that uniformly illuminated the entrance slit and to  Next, postcollision charge state intensities were measured
ensure that the beam was centered on the slit. Counting rates a function of target thickness for each projectile, impact
were typically 100 kHz, which, by further decreasing theenergy, and target. Typically, data accumulation times were
beam intensity, were shown to be well within the capabilitiessuch that a total of T0counts were accumulated and target
of the detector, electronics, and histogramming time-topressures were varied from base vacuum to a maximum
digital converter. value where electron loss decreased the main beam intensity
A typical two-dimensional2D) spectrum, shown in Fig. by approximately 20—30 %. Background subtracted intensi-
1, illustrates well-separated islands for the various chargéies for the various charge states were determined and con-
states and small background intensities between the islandgerted to charge state fractions. In calculating the fractions, it
The lower part of the figure shows a projection of these datavas assumed that at the high beam energies employed here,
to generate a 1D charge state spectrum. Either the 2D or thadl charge states were detected with the same efficiency. The
1D spectra could be integrated and used to determine thmeasured fractions were plotted versus target density, gener-
charge state intensities. For loss from3Xe the number of ating growth curves similar to those shown in Fig. 3.
electron-loss channels having significant intensity is larger Absolute electron-loss cross sections were extracted by
than for argon projectiles. Therefore, for xenon, one-using the linear term of polynomial fits to the measured
dimensional charge state spectra were fitted with a polynogrowth curves. Typically, a second-order polynomial pro-
mial background and Gaussian peaks to extract the chargaéded an adequate fit; third-order polynomials were also used
state in certain cases. To check whether, and to what extent, mul-
intensities. tiple collisions influenced the cross sections for the loss of
To convert the target pressures measured at the periphenyany electrons in a single collision, the following method
of the target chamber to absolute target thicknesses along theas used. In a single collision, a particular charge siaten

Counts
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L AL AL A sible. It should also be noted that the total loss cross sections
0E 3 shown in the figures and table were obtained by fitting the
; 2 ] decay curve for the main beam with an exponential. These
3+ ] values typically agreed with the sum of the single- and
4 multiple-loss cross sections within about 15-20 %, which is
5+ 3 another indication of the overall accuracy of the data and

<—6+E _
7 fitting procedures.

9+ 1
10+ E

1.4 MeV/u Ar™* on Argon
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Using the methods outlined above, absolute cross sections
were measured for total, single, and multiple projectile elec-

E tron loss for 0.74-MeV/u AF and 1.4-MeV/u Af, Ar?*,

2 . e . .

EI' and Xé™ ions colliding with neon, molecular nitrogen, and
- " - argon targets. Single- and multiple-electron-loss cross sec-

10 10 10 tions, plotted as a function of the number of electrons lost,

. -2
Target Thickness (cm') are shown in Fig. 4 and along with this, the total loss cross
FIG. 3. Postcollision charge state fractions measured as a fun&ections are tabulated n Tqble |l. For comparison purposes,
tion of target thickness for 1.4-MeV/u At-Ar collisions. Solid ~ the cross sections for the nitrogen target have been divided
lines are polynomial fits to data. by 2 in order to compare data for a series of “atomic” tar-
gets. The error bars associated with the total loss cross sec-

be generated by single- and multiple-electron capture or losd0ns represent the total absolute uncertainties associated
from higher and lower charge statgs. Thus, the charge With each collision system. These total uncertainties are pri-
state fractions are related by marily due to uncertainties in the target thickness calibration.

The larger uncertainties for the (Ar, Xe*")-Ne data are
o associated with reproducibility between different datasets.
Fq(w)zz TEg(m) oy 4. 1) For the single- and multiple-loss cross sections, the error
0 ' bars are due to uncertainties in fitting the data or solving the
coupled equations. Total uncertainties for the single- and
Here F,(m) is the measured fraction for charge stat@at  multiple-loss data would be a combination of the fitting un-
target densityr ando s q is the cross section for the projec- certainties and the uncertainties in target thickness.
tile going from charge state’ to charge statg. The sum is These data demonstrate two things. First, the total loss
over all possible charge states generated in previous colleross sections are large, roughly geometrical in size, and sec-
sions. By using the fractions measured at several target deond, multiple-loss processes are important for these fast,
sities, it is possible to generate and solve a matrix of coupletbw-charge-state ions. As seen, for Ar projectiles the cross
equations and extract cross sections for single-collision trarsections decrease only by a factor of 2—2.5 for the removal
sitions from the initial to final charge state. This was done forof each additional electron, and for Xe the decrease is even
three cases, namely, when the equations include sums ovsliower. Therefore multiple loss accounts for roughly half of
the two, three, or four dominant channels, i®g,, ¢, +1, the total loss cross section in all cases, i.e., theoretical treat-
Qint+2, Qin+3, listed in order of declining importance. By ments must account for multiple electron removal processes.
comparing cross sections obtained for these three cases withshould be noted that this behavior is in accordance with
those determined from our polynomial fits, it was found thatn-body CTMC(nCTMC) calculations in Ref[22]. Also note
single-collision conditions generally dominated except for athat a change in slope in the cross sections can be observed
few cases involving loss of many electrons. In those casesn the vicinity where three or four electrons are lost. Assum-
the matrix equation results were averaged and this averadeg sequential removal of the most weakly bound outermost
value used; when single collisions dominated, the matrielectrons, this change in slope roughly corresponds with the
equation and polynomial fit results were all averagedonset for removal of electrons from the next innermost sub-
together. shell, i.e., thes shell which would open after the remaining
Hence, uncertainties in the absolute cross sections prehree, four and fivep electrons are removed from Xe,
sented here are a combination of uncertainties associatekt?”, and Ar" respectively.
with the target thickness calibration, uncertainties associated Also note the similar shapes of the curves. This implies
with the extraction of cross sections from the data, and stathat, except for absolute magnitude, the loss cross sections
tistical uncertainties. These are taken to-h80%, less than are independent of target. To test this, ratios were calculated
5%, and less than 10%, respectively. For selected cases ifer the neon and nitrogen targets divided by the correspond-
volving the loss of many electrons where the cross sectionsg cross sections for an argon target. It was found that the
are small, contamination of the incoming beam due to chargeatios were generally independent of impact energy and pro-
changing collisions in the beamline becomes important. Thigectile species. On the average, for loss of up to six electrons,
limits the accuracy of the cross sections that can be exthe cross sections induced by collisions with neon and nitro-
tracted; hence factors of 2 or larger uncertainties are poggen atoms were roughly 45% and 65% of those induced by
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argon. For higher degrees of projectile ionization, the effi-through nitrogen15], two electrons are lost, and that this
ciency of ionization by argon targets steadily increases. Imumber systematically decreased with increasing impact
other words, different targets were found to influence thesnergy.
magnitude but not the shape of single- and multiple-loss In Fig. 5 the multiple-loss cross sections are plotted ver-
cross sections. sus the energy required to sequentially remove the most
The average number of electrons lost per collision wadoosely bound electrons, i.e., versh/,,, the sum of the
calculated. Independent of initial charge state, impact energyopnization potentials. It is seen that the cross sections scale
and target, it was found that on the average two electrons am@ughly as EV,,,) ~; fits to the data yield a dependence of
lost from the argon projectiles whereas approximately thre€>V,,) " Figure 5 demonstrates that this scaling is inde-
are lost from xenon. In other words, the mean charge statgsendent of projectile type, initial charge state, and impact
of these beams increase by 2 and 3 as they traverse tenuaaisergy. A similar dependence was noted in calculated cross
targets of neon, nitrogen, and argon. For comparison, weections for 2—20 MeV/u X& (i=1-18) colliding with
note that on the average for 2—9 MeV/u*Re ions passing molecular nitrogeri15].

TABLE I. Absolute cross sections for total-, single-, and multiple-electron loss for 0.74 and 1.4-MeV/u impact on Ar, N, and Ne targets.
The molecular nitrogen cross sections have been divided by 2 in order to simulate cross sections for an atomic nitrogen target. All the cross
sections are in 10'® cn?. Numbers in parentheses are total percentage uncertainties for total cross sections.

Energy 0.74 MeV/u 1.4 MeV/u

Projectile/target  AF/Ar Ar*/N Ar*/Ne Art/Ar Ar*/N Art/Ne ArP*/Ar Ar2"/N Ar?*/Ne Xe&*/Ar Xe®'/N Xe®'/Ne

Total loss 4.84 2.91 2.07 4.03 2.10 1.73 3.37 2.20 1.87 2.82 241 1.08
(30 (30 (30) (30) (30) (47) (30) (30) (30) (33 (30) (55)

1 loss 2.35 1.69 1.49 1.92 1.25 0.876 1.97 1.22 0.833 0.938 0.871 0.435

2 loss 0.952 0.724 0.596 0.733 0.428 0.273 0.636 0.407 0.320 0.640 0.420 0.206

3 loss 0.442 0.307 0.244 0.224 0.224 0.120 0.308 0.245 0.140 0.309 0.418 0.126

4 loss 0.214 0.152 0.0959 0.172 0.113 0.0518 0.197 0.206 0.112 0.183 0.422 0.0855

5 loss 0.152 0.0997 0.0864 0.138 0.0808 0.0594 0.133 0.0868 0.0515 0.182 0.334 0.0719

6 loss 0.110 0.0714 0.0666 0.108 0.0596 0.0391 0.111 0.0713 0.0429 0.173 0.0509

7 loss 0.0849 0.0449 0.0387 0.0869 0.0306 0.0297 0.0642 0.0215 0.0154 0.0915 0.0359

8 loss 0.0450 0.0149 0.0165 0.0373 0.0135 0.0150 0.0317 0.0067 0.0062 0.0551  0.0228

9 loss 0.0155 0.0037 0.0387 0.0139

10 loss 0.0243  0.0104
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model that has been outlined in R¢fl5]. For total loss
Electron Loss in Collisions with Argon

induced by interactions with argon and nitrogen, the agree-
ment between experiment and theory is very good, both in
4 magnitude and velocity dependence; for the neon target, the
] experimental data are roughly 40% smaller in magnitude
than the calculated values. Overall, within error bars, the
experimental data are in accordance with '@ dependence.
Although not shown, within uncertainties the experimental
4 single-loss cross sections also demonstrate 4 depen-
] dence. As mentioned, @ ! dependence was found experi-
mentally in the 5—-10 MeV/u range for electron loss from
Xe'®": at lower energies approaching those of the present
work, a slower dependence was foufib]. However, the
L present CTMC calculations clearly have a slower decrease
1000 with energy(namely, on the order dE ~*3), which, for the
limited energy range investigated, is also in accordance with
FIG. 5. Single- and multiple-electron-loss cross sections for colthe experimental data.
lisions with argon. The cross sections are plotted vs the sum of the | Fig. 6 our total electron-loss cross sections are also
ionization potentials¥ V,,,) required to remove the outermost elec- compared to electron-impact ionization data. The electron-
tron in a sequential fashion. The solid line illustratesSa/(,) ~* impact cross sections are the sum of single and multiple
dependence. cross sections for electron-impact ionization of argaa].
. ) . ~ For 1 keV electron impact, the single-ionization cross sec-
Two of the primary goals of this experiment were to in- tjons of Ar are a factor of 2 larger than for ionization of Ar

vestigate the velocity dependence for electron loss by fasfz3) \we make this comparison with electron impact since
low-charge-state, heavy ions and to provide benchmark Cros§iectron loss from At ions occurs due to the combined Cou-

sections for testing theoretical predictions. Regarding the V&omb fields of the target electrons and screened nuclear

locity depen_dence, as mention_e_d in Sec._ I,_Blorn theo”eﬁharge Z.ii. Therefore at high impact energies where
based on single-electron transitions predicEa" depen-  gjeciron- and proton-impact ionization cross sections are

dence at high energies, whereas CTMC ,CalCUIatj?”S whiclyentical, the target can be considered to consist of an effec-
incorporate multiple-electron transitions yieldedva™ de- 4o number of electrondg(;, whereNg<Z2,+N. Here

o
pe”de'f‘ce for loss from X&' ions[15]. . N is the total number of electrons of the electron-loss colli-
In Fig. 6, measured and calculated total loss cross sectiong,, partner. Thus, in lowest order, the electron-loss cross

are showg fo(; At colllg!n%V\gtEAg .NZ’ %nd Ne. Again, th? h section can be obtained by multiplying the electron-impact
mheasulrel N ata dare :EV' ed by < in order tolcorré;()jgre W'th cross sections bW.¢;. Comparing the cross sections for

t.e calculations done for an atomic target. na _|t|on, NS lectron loss from At and impact ionization of Ar at 0.74
nitrogen and neon curves have been shifted for display pur:

i and 1.4 MeV/u, we find thalNg; is approximately 1.5, 2,
poses. The calculated cross sections are frorm@RMC and 3 for Ne, N, and Ar, respectively. Compared to electron-

impact ionization of A¥, the values would be twice as large.
Thus, a nitrogen atom appears to be equivalent to only four
free electrons with regard to stripping of a MeV/u*Aion.

10" F

107 F|—a—0.74 MeV/u Ar'
F |—e— 1.4 MeViuAr
[ | —0—1.4 Mev/uAr*
F —v—1.4 MeVau Xe™

Cross Section (cmz)

10 RN |
100

Sum of Ionization Potentials (V)

10" ———r . . —— Expt.

Total Electron Loss from Ar*

Cross Section (cm’)

~- -~

10-17 PR S R A |

E/M (MeV/u)

Our main purpose for making this comparison, however,
is to provide information about electron loss in the tens of
MeV/u region. We emphasize that using normalized
electron-impact cross sections provides a lower estimate of
the electron-loss cross sections. This is bec&aselectron-
impact ionization data have a lgff/E energy dependence at
high energies, whereas electron-loss data tend to demonstrate
a slower energy behavior, ait) it is well known that mul-
tiple electron loss from heavy ions is very important, even at
high energies, whereas multiple target ionization is much less
important. Both of these imply increasing deviation between
electron-impact and electron-loss cross sections at higher and
higher energies. Keeping this in mind, as shown in Fig. 6, for

FIG. 6. Measured and calculated total electron-loss cross sec5-MeV/u Ar" ions interacting with nitrogen atoms, a lower
tions for (Ar")-(Ne, N, An collisions as a function of impact en- limit for the total electron-loss cross section is 2
ergy. The N and Ne target data have been shifted for display purx 10~ " cn? (note that the N target data are shifted down-
poses. The small squares for electron-impact ionization of argon afr&ards by a factor of 2 This value is about a factor of 4

from Ref.[32]

smaller than what is predicted by CTMC calculations, the
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FIG. 7. Measured and calculated cross sections for single- and FIG. 8. Cross sections for electron loss from 1.4-MeV/u ions
multiple-electron loss from 1.4-MeV/u Ar colliding with Ne, N, colliding with argon. The dotted curves serve only to guide the eye.
and Ar. The N and Ne target data have been shifted for display
purposes. CTMC total cross sections are indicated by crosses. gon and xenon ions colliding with several targets. These
measurements for electron loss from very low-charge-state
heavy projectiles in the MeV/u range greatly extend the en-
ergy range of existing electron-loss data. By judicially select-

: ) ng the collision systems, we were able to investigate cross-
sured cross sections for total and multiplip to ten electron  gaction systematics. First, these data demonstrated that

N . .
loss from Ar" are compared with CTMC calculations. Over- independent of impact energy, target, or projectile species,

all, extremely good agreement is found, although for colli-the mean charge state of the argon and xenon ions increased

sions with neon, the experimental data are smaller than thgy 5 ang 3 respectively. Second, again independent of impact

theoretl_ca! values. This may be assomate_d with experlment%lnergy, target, or projectile species, the multiple-loss cross

uncertainties as the measured cross sections for a neon target.tions were found to scale roughly &W,,)~*. Third

are also smaller than those measured for a “lighter” targety, o experimental data were comparedﬂbodg/n CTMC cal,-

namely, nitrogen. , .. ... culations, and the accuracy of the theoretical calculations for
Also of interest is how the cross sections scale with initialase rather complex collision systems was confirmed.

projectile charge. For stripping of xenon ions in collisions g1y the impact energy dependence was investigated. The
with nitrogen targets for impact energies between 2 and 24,0 etical predictions for an Arprojectile yielded arE 13

MeV/u, the CTMC model predicted that for Xe-Xe** pro- impact energy behavior; experimentally, eitheEa"2 or a
jectiles, the cross sections would only decrease by approxg-113 a5 consistent with the data. Fifth, the total loss cross
mately 2040 %15]. For higher incoming charge states, the sqtions were found to be nearly constant for these low-
cross sections were predicted to decrease roughty asin charge-state ions, even though the number of available pro-
Fig. 8 we plot the cross sections for 1.4 MeV/u ions colliding;eile electrons is decreasing and the energy required to re-
with argon. The xenon data were included in order to look af,qve them is increasing.

the g dependence over a broader range. Lines drawn through Pertaining to the heavy-ion fusion program, these experi-
the data are simply to guide the eye. Here, the total l0Ss Cro§§ental data and CTMC calculations imply that for 20-

sections demonstrate a slow decrease with increasing projegey/ low-charge-state ions traversing a reaction chamber
tile charge while some of the multiple-loss cross sectiong,are the pressure is 1 mTorr, between 36% and 58% of the
actually increase in magnitude with increasing projectilepeam il change its charge state for each meter of distance
charge. Overall, a general statement consistent with all thg,\eled and that this portion of the beam will increase its

total- and multiple-loss cross sections and for all the targets, o5 charge state by 2 or 3. Which percentage is correct
investigated in this work is that within experimental uncer'depends on whether @ Y2 or anE Y3 energy dependence

tainties no cross-section dependence on the incoming charggused for extrapolation purposes. Relating to beam storage

state was found for the limited range of low-charge states, high energies, in a2 10~ Torr vacuum, roughly 3.6 and
investigated here. This also indicates that the cross sectionS7,10-9 of a 100-MeV/u beam will ch:;mge charée state

for ionization of Ar gnd AT, as were compared in Fig. 6, per meter traveled, again depending on which energy depen-
should not be too different. dence is used. This is roughly equivalent to losing some-
IV. CONCLUDING STATEMENTS where between a t.hird and a sixth of the beam for each
second of storage time.
Absolute cross sections for total, single, and multiple loss Finally, it should be pointed out that although no concrete
were presented for 0.74- and 1.4-MeV/u low-charge-state areasons can be found, there are several indications that the

difference primarily arising from a ! versus a log,F/E
energy dependence.
In Fig. 7, an additional test of theory is made. Here, mea
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experimental values for collisions with neon may be tooimpact energy dependence, projectile charge state depen-
small in magnitude. One indication is that when comparingdence, and scaling with ionization potentials are all unaf-
experiment to CTMC calculations, very good agreement ifected by possible underestimations in magnitude in the neon
found for argon and nitrogen targets, whereas for neon #arget cross sections.

discrepancy in magnitudéut not in shapg is found. An-

other is when the present data are p_Iotteo_I as a fun(_:tlon of ACKNOWLEDGMENTS

targetZ, the cross sections decrease in going from nitrogen
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