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Electron-impact excitation of Li to high principal quantum numbers
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The time-dependent close-coupling method is used to calculate electron-impact excitation cross sections for
the Li(2s)—Li(n¢) and Li(2p)—Li(n¢) transitions at incident energies just above the ionization threshold.
The implementation of the time-dependent close-coupling method on a nonuniform lattice allows the study of
continuum-coupling effects in excitations to high principal quantum numbernie10. Good agreement is
found with R-matrix with pseudostates calculations, which also include continuum-coupling effects, for exci-
tations to low principal quantum number, i.@es<4. Poor agreement is found with standard distorted-wave
calculations for excitations to all principal quantum numbers, with differences still at the 50% level for
=10. We are able to give guidance as to the accuracy expected im’tegtrapolation of nonperturbative
close-coupling calculations of low cross sections and rate coefficients.
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[. INTRODUCTION radiative modelers as to the accuracy expecteddirrule
extrapolations of converged close-coupling aRematrix
Accurate electron-impact excitation cross sections anavith pseudostates calculations of lawcross sections and

rate coefficients for atoms and their ions remain the key tdate
collisional-radiative modeling of many astrophysical, atmo-Ccoefficients.
spheric, and laboratory plasmas. For highly charged atomic The remainder of this paper is organized as follows. In
ions, perturbative distorted-wave methgd$may be used to  Sec. Il we give a brief description of the theoretical methods
treat both direct and resonant excitation processes. A recelged to calculate electron-impact excitation cross sections for
example is the excellent agreement found between distortedd. In Sec. Il we present electron-impact excitation cross
wave theory and electron-beam ion trap experiments for théections for transitions from the ground and first excited
1s?2s—1s?3p transition in F&" [2]. On the other hand, states of Li at intermediate incident energies. Finally, in Sec.
for neutral atoms and low charged atomic ions, the atomidV we summarize our findings. Unless otherwise stated, we
levels may be strongly coupled so that nonperturbative methdSe atomic units throughout this paper.
ods, for exampleR-matrix theory[3], are needed for accu-
rate calculation of both direct and resonant excitation pro- Il. THEORY

cesses. Over the years, it has been found for many transitions The time-d q | i hod has b di
that convergence of the excitation cross section is quite slow € time-dependent close-coupling method has been dis-

in regard to the number of atomic levels needed in the basi€USSed in detail for electron-hydrogen scatte(®g] as well

set eigenfunction expansion. Only with the recent develop@S €léctron-lithium scattering, where a pseudopotential is

ment of nonperturbative methods that attempt to include é'sed to represent the inner shell electrot§]. The TDCC

complete set of bound and continuum atomic levels has inmethoc_i has recently been adapted for use ona variable spa-
al lattice and applied to electron-Hlescattering[11]. An

sight into the rate of convergence with the size of the basid i £ th hod foll
set been provided. Recent examples include converge@tine of the method follows.
The first step is to determine the set of bound and con-

close-coupling, R-matrix with pseudostates, and time- . bital d h able latti h i
dependent close-coupling calculations for members of the L{inuum orbitals supported on the variable lattice. The Hamil-

isoelectronic sequendd—7]. tonian for the valence electron is given by

In this paper, the time-dependent close-couplihBCC)
method is used to calculate electron-impact excitation cross
sections for the Li(8)—Li(n¢) and Li(2p)—Li(n€) tran-
sitions at incident energies just above the ionization thresh-
old. A nonuniform lattice [11] allows the study of whereVp(r) is the direct Hartree potential and(r) is a
continuum-coupling effects in excitations to high principal local exchange potential. The Hartree potential is calculated
quantum numbers, i.en<10. Comparisons are made with using a Li" 1s orbital generated in the Hartree-Fock approxi-
R-matrix with pseudostatd®RMPS calculations, which also mation[12]. Additionally, the exchange potential contains a
include continuum-coupling effects, for excitations to low parameter that is adjusted to ensure agreement between the
principal quantum number, i.en<4. Comparisons are also energy eigenvalues of this Hamiltonian and experimental
made with non-pseudo-state&-matrix and distorted-wave measurements. Using a variable lattice, this Hamiltonian is
calculations. We are able to give guidance to collisional-nonsymmetric. The transformati¢t3]
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[ 2 The initial wave packet is an unsymmetric product func-

Ti= \/ —=0%« 2) tion of the valence electron’s orbital and an incoming Gauss-
h;+h; ian radial wave packet. This initial wave function is propa-

gated in time using an explicit second-order differencing

is applied to the Hamiltonian to obtain a symmetric form scheme. Collision probabilities can be calculated at any time

whereh; andh; are the forward and backward lattice spac-by symmetrizing or antisymmetrizing the wave function ac-

ings, respectively, at;. The symmetric form of the Hamil- cording to the total spin of the system and projecting it onto

tonian is diagonalized for each angular momentito ob-  products of the one-electron orbitals; for example, excitation

tain energy eigenvalues and eigenvectors. The eigenvectopsobabilities are calculated using

are transformed by applyingj_k1 to recover the correct Li

orb|ta!s. I_n the fro_zen core approximation, the twe eJe_c- gohf(t)zzz S(00'L)

trons in Li are stationary and are not involved directly in the 0

scattering process. Therefore, we remove therbital gen- . . 5

erated by the diagonalization and make tiseo2bital effec- x“ dfz[f drlP'gf,(rl.rz,t)Png(rl)}

tively the ground state. This is done by removing the inner 0 0

node of the 3 orbital using a pseudopotential. The othmer

orbitals are then reconstructed to be orthogonal to the rew 2 _ 2 fwdr fwdr pLs (F1rt)

orbital. With the exception of the missing node, the nesv 2 R R

orbital is very similar to the old & orbital. The removal of )

the inner node prevents any transition to ttestate during X P o(r1)Prrer(Fy) (5)
time propagation. NS LTtz

To solve the scattering system, the total two-electron

wave function is expanded in coupled spherical harmonics where §(€,€,€3) is a triangle identity andP,.(r) are the
bound orbitals obtained by diagonalization of the one-

Pkfez(flyfz,t) electron Hamiltonian. The propagation continues for a time

— t=T until the collision probabilities have converged to a

constant value. After collision probabilities are calculated for

oL - . a given total angular momentuin and spinS, excitation

X 2 Crnmpo Y €am (F1)Ye,m,(r2), (3)  cross sections can be determined according to

WES(ry, o) = >
{10, 1)

myma
whereL andS are the total orbital and spin angular momen- . 1
tum of the systemY,(f) is a spherical harmonic, and ~ @(Nt—n"¢ ):ﬁggjul EL: % (2L+1)(25+1)
f;]lfnﬁ;ig is a Clebsch-Gordan coefficient. The time- s
dependent Schdinger equation then takes the form X@ e (t=T), (6)
@P?fez(fl,rz 1) s whereE=Kk?/2 is the incident electron energy. We performed
I = T0(rur) Py, (rira, TDCC calculations for both spin symmetries frdm=0 to
L=7.
L s Excitation cross sections may also be obtained using a
+ 2 Uity e00(T1f2)P i (Fauf2. ), standard distorted-wave methfté]. The first-order scatter-
Gt ing amplitude is constructed using both direct and exchange

(4) Coulomb matrix elements. The bound radial orbitals are
Hartree-Fock solutiong12], while the continuum radial or-
where T, ¢ (r1,r2) contains the kinetic energy, centrifugal bitals are distorted by the field of a direct Hartree potential
barrier, nuclear, direct Hartree, and local exchange operator@nd % .semlctljassmal |003|h e()j(changg potential. The Pdefthb?'
L : - tive distorted-wave method provides nonunitarized total
andU ,,+(rq,rp) couples the varioust(€,) scatterin ) X i . :
61‘”2'(1“’2( 12) P 4t2) g cross sections for Li(®—Li(n¢) and Li(2p)— Li(n¢)
channels. S _ _ transitions to arbitrary principal quantum number. As dis-
The close-coupled partial differential equations are reprecyssed in detail in the next section, we also use the standard

sented on a variable two-dimensio2D) lattice using finite  gjistorted-wave method to provide a means of estimating par-
differencing methods. For excitation out of the 8tate, a tjal cross sections fromL=8 to L=50 for the time-

(640>< 640)-p0|nt lattice is used, where the mesh Spacing imependent C|Ose_coup|ing calculations.

each radial direction starts at 0.2 a.u. and is increased by

0.001 a.u. at each point until a maximum spacing of 0.5 a.u. IIl. RESULTS

is reached. With this spacing each radial direction spans 275

a.u. A smaller box size is used for excitation out of the 2 The TDCC and RMPS methods have been used before by
state; a (51X 512)-point grid is used, which has a maximum Griffin et al. [7] to study electron-impact excitation for the
size of 211 a.u. Li(2s)—Li(n¢) transitions withn=4. The results from
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0.4

TDCC and 55-state RMPS calculations were compared tc 40
those from a 14-stat&-matrix calculation without pseu-
dostates, and a distorted-wave calculation. For that study
both the 55-state RMPS calculation and the 14-state 30
R-matrix calculation were carried out for all partial waves up

to L=20. However, for excitation out of excited states a
partial-wave sum td-=20 is not sufficient. Therefore, in 2 2
order to provide data for collisional radiative modeling in Li, 7
we have extended our 55-state RMPS calculation to include®
all partial waves up td.=60. Since exchange is not impor-

tant for the high partial waves, the partial cross sections from 10 '
L =10 toL =60 were determined without exchange. Data for "
all transitions between the lowest nine terms of Li from these '
extended RMPS calculations are available at the Oak Ridge
National Laboratory(ORNL) Controlled Fusion Atomic

Data CentefCFADC) web site[15].

The previous TDCC results, calculated up.te 10, were FIG. 1. Electron-impact excitation cross section for tfa
supplemented by nine-state unitarized distorted-wave calcu-i(2s)—Li(3s) and(b) Li(2s)— Li(10s) transitions at an incident
lations in order to complete the summation. For transitionslectron energy of 10 eV. TDCC calculations are shown as filled
where there was good agreement between TDCC and tiggluares, the dashed line is a 55-state RMPS calculations, the dot-
nine-state unitarized distorted-wave calculations=atl0 the  dashed line is a 14-staRmatrix calculation, and the solid curve is
unitarized distorted-wave results were used directly lfor @ Standard distorted-wave calculation.
>10 up toL=50. There were some transitions where TDCC
and unitarized distorted-wave calculations did not agree well
at L=10. For those transitions, a cubic spline was used taion in Eq.(6), since they are very similar at large The key
match the TDCC results &t= 10 to the unitarized distorted- to matching the TDCC results dt=7 to the standard
wave results neak =20, where it was expected that the distorted-wave results near=20 is understanding the be-
unitarized distorted-wave results should match the TDCC renavior of the excitation cross sections at intermediate values
sults well. AfterL =20, the unitarized distorted-wave results f the total angular momentuni. &8-20). To help us gain
were then used to complete the summation t050. insight in this region, the results from the 55-state RMPS

For n<4 excitations from the ground state of Li, the c5icylations are examined, not only from the ground state,
RMPS and TDCC results were in good agreement, but therg, 4 5154 from the p excited state. Below are two examples

&f how the RMPS results help guide the matching of the

(@) ()

03 |

0.2

0.1 |

Flons and those .from the 14-sta§ematr|_x calculation. .Th's TDCC results at. =7 to distorted-wave results at=20.
illustrated the importance of including the continuum- Wi tin Fig. 1 the £-35.10s t i {
coupling effects in scattering calculations, especially when | € present in Fg. € S, ransitions at an
the electron energy is near the ionization threshold. incident electron energy of 10 eV as an example of the dif-
As one would expect, standard distorted-wave and nineficulty that can arise in matching the TDCC results to the
state unitarized distorted-wave calculations also performeg§tandard distorted-wave calculations. The TDCC points are

poorly forn<4; however, it was unclear how their accuracy shown as fi_IIed squares, the dashed and dot-dashed_ curves
would change as increased. The current calculations areare spline fits to the 55-state RMPS and 14-simatrix
made, in part, to resolve this issue by calculating excitatiorc@lculations, respectively, and the solid curve is the distorted-
cross sections up to=10. As a further study, cross sections wave result. If the TDCC calculations terminatedLat 5,
are also calculated for excitation out of thp 2xcited state then one might guess that the TDCC calculations converge
of lithium. The new TDCC calculations are performed with nicely to the distorted-wave result. Figuréall however,
incident electron energies of 10 eV and 15 eV for excitationshows that this is not the case. The TDCC points at6,7
out of the ground state and at 10 eV for excitation from theshow a flattening out of the excitation cross section, which is
2p. The calculations went out th=7 and the summation confirmed by the RMPS results. Figurébl, for the 2
overL in Eq. (6) was completed in a similar manner as with — 10s transition, shows that this behavior persists to large
the previous papef7], except that the standard distorted- Although this feature does not contribute significantly to the
wave method was used instead of the unitarized distortetbtal excitation cross section for this transition, it illustrates
wave. the need for caution when matching the TDCC results to the
The difference between standard distorted-wave and unstandard distorted-wave results.
tarized distorted-wave methods depends on the specific tran- Similar features are seen in thg@-2-3p,10p transitions,
sition under examination. In fact, the unitarized distorted-which we show in Fig. 2. Again, foc>5, the TDCC results
wave approach is closer to the 14-stBtenatrix method than differ dramatically from the distorted-wave calculations. In
the standard distorted wave in terms of the calculatiorthis case, however, as indicated by the RMPS calculations
method and the results. Regardless, either distorted-wawhown in Fig. 2a), the contribution to the total excitation
method provides an effective way of completing the summacross section from intermediateis much more significant
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FIG. 2. Electron-impact excitation cross section for tta
Li(2p)—Li(3p) and (b) Li(2p)—Li(10p) transitions at an inci-
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FIG. 3. Electron-impact excitation cross section for tta&
Li(2s)—Li(3d) and(b) Li(2s)—Li(4d) transitions at an incident

dent electron energy of 10 eV. TDCC calculations are shown aglectron energy of 10 eV. TDCC calculations are shown as filled

filled squares, the dashed line is a 55-state RMPS calculations, tigluares, the dashed line is a 55-state RMPS calculations, the dot-
dot-dashed line is a 14-stafematrix calculation, and the solid dashed line is a 14-staRmatrix calculation, and the solid curve is

curve is a standard distorted-wave calculation.

than for the 32— 3s transition shown in Fig. (). Disregard-
ing the RMPS data in Fig.(2), it is easy to see the difficulty
in correctly matching the TDCC data to the distorted-wave
results for this transition. We point out that both Fig. 1 and
Fig. 2 show monopole transitions, which have the worst’
agreement between TDCC and distorted-wave results at Iaré
L, whereas for most dipole transitions there is quite good.
agreement between TDCC and distorted-wave Calculationscgf‘
large L. For the actual matching of the TDCC data to the
distorted-wave results, the RMPS resultsiiier 3,4 are used
as a guide to see how the nonperturbative results should b
have at largel.. We then use this behavior to match the .
TDCC calculations to distorted-wave results for5 where
no RMPS data exist.

The 25— 3d,4d and 2p— 3d,4d transitions as a function
of L are presented in Fig. 3 and Fig. 4. The first thing to note

500

is how the TDCC and RMPS results converge toward both 400 |

the standard distorted-wave and 14-st&enatrix results
aroundL =12 for scattering out of the2state, and neat

=16 for transitions from the @ Thus, the current investi- _
gations of the behavior of the excitation cross sections af
intermediatelL clearly reveal that coupling effects between o 200
bound states and with the target continuum extend to quite
largeL. As can be seen in Fig. 4, the difference between the

14-stateR-matrix calculation and the RMPS result is very 100 |

significant in comparison to the total excitation cross section.
By L=20, however, it appears that both the 14-state
R-matrix and the standard distorted-wave calculations accu-
rately represent the cross sections. Thus, the common prac-

a standard distorted-wave calculation.

the intermediate partial-wave contributions for an RMPS cal-
culation can lead to error in the total cross section for neutral
atoms. We have also investigated this for'Band found that
differences between RMPS and non-pseudo-sRataatrix
calculations for a singly ionized species also persist to rela-
g/ely high L, but the effects are much less significant.

Now that we have complete excitation cross sections for
hium out of bothn=2 states, we can examine the trends
at these cross sections exhibitragicreases. Several non-
perturbative calculations such as convergent close coupling,
*MPS, and TDCC, have revealed inaccuracies of well
nown perturbative methods in determining excitation and
ionization cross sections for near-neutral systems. Since

300 |

@

100

80

60 |

40

20

(b

L

10

20

tice of using a perturbative method such as plane-wave Born . 4. Electron-impact excitation cross section for the
or distorted-wave calculations to determine the contributions (2 p) — Li(3d) and(b) Li(2 p)— Li(4d) transitions at an incident

from those higher partial waves that are below 20 may be

electron energy of 10 eV. TDCC calculations are shown as filled

inaccurate for certain transitions in neutral systems. In factsquares, the dashed line is a 55-state RMPS calculations, the dot-

as our comparison with the 14-stdematrix calculation re-
veals, the use of even a non-pseudo-dRateatrix to provide

022711-4

dashed line is a 14-stakematrix calculation, and the solid curve is
a standard distorted-wave calculation.
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FIG. 6. n® scaling of excitation cross section versus principal
guantum number at an electron incident energy of 10 eV(d&pr
2s—n¢ and (b) 2p—nf. The solid curve is from a standard
distorted-wave calculation and the filled black squares are from

0 , . ‘ ‘ TDCC calculations.
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n

FIG. 5. Percentage difference between TDCC and standarwhere few or no data exist. Figure 6 shows the scaling of
distorted-wave excitation cross sections tortimanifold as a func- bpoth TDCC and standard distorted-wave calculations to
tion of principal quantum number. Solid curve, 10 e¥-2n€;  =10. The excitation cross sections plotted are tortheani-
dashed curve, 15 eVs2-n¢; dot-dashed curve, 10 eVp2-n¢. fold; the solid curve is from the standard distorted-wave cal-

culation, and the filled squares are the TDCC results. As can

be seen in the figure, both the standard distorted-wave and
these nonperturbative calculations have typically been perfDCC calculations can be said to scalendsfor n>6. This
formed only for transitions up to=4, it is unclear how the should be important in plasma modeling calculations where
perturbative methods, such as the standard distorted-wagcurate hign excitation cross sections could be obtained
calculation, fare at large. The current TDCC calculations py properly scaling lown data. It would be best to have cross
USing a Variable Iattice haVe eXtended the range in princip%ections out tan=6 orn=7 for good resu'ts] but even
quantum number where excitation cross sections can bes results could be used to obtain more accurate cross sec-
evaluated. We can now investigate how the accuracy of thGons than those from perturbative methods, such as
standard distorted-wave calculations changes @ereases. distorted-wave calculations. If one is interested in determin-
In Fig. 5, we show the percentage difference between stanng the excitation cross sections to each particular configu-
dard distorted-wave and TDCC excitation cross sections t@ation in n, including the quantum defect will improve the
the n manifold as a function of. The solid curve and the opserved scaling. This will have the largest effect for scatter-
dashed curve show the excitations from treestate at inci-  ing to thens andnp states.
dent energies of 10 eV and 15 eV, respectively. The dot-
dashed curve is excitation from the 3tate at 10 eV. For all
curves, it is apparent that the accuracy of the standard
distorted-wave calculations levels off asncreases, neither
improving nor getting worse. The figure also indicates that We have performed time-dependent close-coupling calcu-
the standard distorted-wave method becomes more accurdtgions for scattering of electrons off neutral lithium in both
as the incident electron energy increases, but at the santlee 2s ground state and thep2excited state, using a variable
energy is less accurate for excitations from the éxcited lattice to obtain cross sections to high principal quantum
state. Overall, it is interesting to see how poor the standardumber. These results were compared to those from an
distorted-wave calculations are at low energies for the sysR-matrix with pseudostates calculation and a standard
tem in question, especially for excitations from the [2vel,  distorted-wave calculation. The RMPS results allowed us to
where the standard distorted-wave calculations are almostsgudy the behavior of the excitation cross sections at inter-
factor of 2 larger than the TDCC calculation. This differencemediate values of the total angular momentum=@—20),
is important for current plasma models where Li is used as avhich in turn allowed us to complete our TDCC calculations
diagnostic[16]. with greater confidence. Good agreement is found between

The calculations to high also allow us to investigate the the TDCC and RMPS results up to=4, but the standard
validity of the n® scaling of the excitation cross sections. distorted-wave results disagree with both the RMPS and
This scaling can be used to estimate cross sections torhighTDCC calculations at the 50% level. Comparison between

IV. SUMMARY
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