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lonization of Stark states with half-cycle pulses: Interference effects in the continuum
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We study the ionization of extreme Stark states in sodium by THz electromagnetic half-cycle pulses. The
results of our full-quantum calculations reveal the presence of an oscillatory pattern in the ionization spectra of
extreme reddownhill) states that have been kicked away from the ion d¢dm@vnhill with respect to the
potential imposed by the Stark figldVe find no oscillations in the spectra of extreme biuphill) states that
have been kicked towards the ion cdedso downhill with respect to the Stark potentialhe oscillatory
pattern in the red state ionization spectra is explained with a one-dimensional semiclassical model in terms of
interferences between two classical paths. This model also predicts that the blue state ionization spectra should
also show oscillatory behavior. The absence of the oscillations in the full calculations can be regarded as a
breakdown of the one-dimensional model in representing the ionization dynamics of these states. We find that
the one-dimensional model fails when the duration of the THz pulse is comparable to the classical Kepler orbit
time.
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[. INTRODUCTION A number of experimental and theoretical studies in re-
cent years have focused on the study of excitation and ion-
The physics of ultrafast phenomena has witnessed rapiation of Rydberg atoms with the HCPs, in regimes in which
growth over the past two decades, spurred by major advancéise duration of the HCRcp is much shorter than or of the
in the technology of generating ultrashort electromagnetiorder of the Kepler orbital period,=27n®, wheren is the
pulses. Among the new tools available to experimentalistgrincipal quantum number of the Rydberg state. Due to the
are sources capable of emitting nearly unipolar electromagparticular characteristics of the HCPs, features not observed
netic pulses, which are generic examples of a “half-cyclewith conventional laser pulses have been revealed. Examples
pulse” (HCP) [1,2]. As pointed out recently, for a freely include broad ionization thresholds and an unconventional
propagating electromagnetic fielq the term half-cycle pulse ig /42 (or 1/ in the impulsive regime limjtscaling law of the
not strictly correct, since according to the Maxwell's equa-jgnization threshold field19,20. Another feature observed
tions, the time integral of the field over the pulse durationiy eqy studies of Stark states is a manifest asymmetry in the
must be zerd3]. Measurements of the experimental HCPS) jonization probability of the uphilimost blue shifter
[4,5] show them to consist of a short, steep lobeyny jownhil(most red shifteriStark states. The asymmetry
(~0.5 ps), followed by a longup to 70 p$ and shallow tail -4 pe related directly to the localization of these states with
of opposite polarity. Nonetheless, in the mteractlo_n b‘?t""eer?espect to the direction of the applied HCP figD,21].
a HCP and a Rydberg atom, when the pulse duration is com- |, the present study, we investigate in detail the ionization
parable to or less than the classical electronic orbital perioty extreme Stark states of sodium via the half-cycle pulses.
only the steep initial lobe of the pulse impacts the dynamics, regimes in whichrcp>7,, ionization is suppressed
of the systeni3]. Under these conditions, the HCPs can be 22], whereas for very short pulsegcp<r,, the interaction
approximated accurately as unipolar, ultrafast pulses with & the core can be neglected, and thne electron is simply

duration 7,,cp approximately equal to the duration of the yicyed into the continuum impulsively. Our calculations con-

short, steep lobe. sider a regime with rich ionization dynamics, in which the

_ Due to their unipolar nature, the HCPs act as impulsive d¢ration of the pulse is comparable to the characteristic time
fields that can interact with an atomic electron at any point ing¢ he Systemrcp=
n-

its orbit [6]. This is in contrast to conventional photoioniza- Depending on the relative orientation between the static

tion, in which an ac electric field interacts with an electron e = . o
only near the nucleus. The ability to obtain information abouteIeCtrIC fieldF and the HCP f_|e|d,_ one can dlstmgwsh W.VO
ases. In case one, the HCP field is parallel to the static field,

an electron at all points in space has led to a variety of o , ) -
applications of the HCPs. In particular, they have been use@nd the electron is kicked downhilopposite toFs). In the

to probe the dynamica' properties Of Rydberg wave packet§econd case, the HCP f|e|d IS antlpara|_|>6| to the static f|e|d,
via experimental techniques such as time-delay spectrosco@nd the electron is kicked uphi(in the Fg direction. We

[6,7] and impulsive momentum retrievg8,9]. The HCPs concentrate here on the first case, namely, we investigate the
may also prove to be useful tools for quantum control inionization of the downhill states kicked downhilDKD) and
creating and shaping exotic wave packK&s15, controlling  the ionization of the uphill states kicked downhilUKD).

THz emission from Stark wave packei$6], storing and We have also performed some calculations for the case
retrieving information in atomic quantum registdis7,18,  where the HCP is antiparallel to the static field. The results
and possibly performing selective chemistry in molecules. indicate that for small static field intensities and most HCP
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field strengths, the ionization spectra for the uphill states
kicked uphill (UKU) are very similar to those for the DKD,
and the ionization spectra for the downhill states kicked up- 1| 1
hill (DKU) are similar to those for the UKD. Concentrating
on the two cases mentioned above, DKD and UKD, eluci-
dates most of the relevant physics of the problem.

Our analysis shows that the energy resolved ionization
spectra of the downhill states display an oscillatory pattern,
which appears to have the same origin as the field-dependet
oscillations found in earlier studig®3,24]. In contrast, the
ionization-energy spectra of the uphill states do not contain
any discemible oscillations. We use fully quantum- — °2[ / SO\ l
mechanical calculations to show that the oscillations in the / \
downhill spectrum are strongly influenced by the scaled du-
ration rycp/ 7, Of the HCP. By employing a mask function
that absorbs the electronic flux moving towards the nucleus -o02
we show that interaction with the atomic core is essential in
creating the oscillations.

To provide an intuitive, semiclassical picture of the full- £ 1. Theoretical models of the half-cycle pulses: a half-sin

quantum results, we perform classical trajectory calculationgorm (solid line), half-sin form(dashed ling and a form suggested
within the framework of a one-dimensiondD) model de-  py Jonegdotted line.

veloped previously[25,26. We find good agreement be-

tween the full-quantum and the 1D calculations for the casgarabolic coordinates, and therefore the parabolic quantum
of ionization of the downhill states. For the uphill states, thenumbern,, which is good for hydrogen, is only approxi-
quantum and 1D models do not agree. This indicates that th@ately good for Na.

1D analysis is inadequate, mainly because the electron is not To solve the Schidinger equation numerically, we em-
confined to one side of the atom core as implied by the 10hjoy an expansion of the electronic wave function in spheri-

Eiectric Field (arb. units)

0.5 1 15 2

Time (arb. units)

model. cal harmonics:
Finally, we examine the spatial evolution of the downhill
and uphill states during and following the laser pulse. The Imax
results obtained provide support for the applicability of the W(r; ,0,t)=|20 D (r; DY), 3)

one-dimensional semiclassical model and the interfering-
trajectory method?24,26,27 for the downhill state dynam- ] ] ]
ics, and illustrate how this model fails to explain the uphill Wherélmayis the maximum value of the orbital momentum

ionization dynamics. andr;’s are discrete radial points on a nonuniform radial grid
(for details see Ref[29]). This representation renders an
II. NUMERICAL METHOD efficient discretization of the problem, with a greater density

of radial grid points close to the nucleus and a larger grid
spacing far from the core. In this way, an accurate and com-
The Hamiltonian describing the interaction of an HCPputationally efficient representation of the time-dependent
with a sodium atom is given byatomic units are used Wwave function is achieved. The most important advantage of
throughout using the basis representation in E8). is the sparseness of
the Hamiltonian matrix, which becomes tridiagonal in the
H=2p2+V(r)+[Fs+Fucp(t)]z, (1)  kinetic and potential terms.
Most of the calculations presented below assume that the
whereFs andFcp are the static and the HCP electric fields, HCP has the following form:
respectively(both directed along the axis), andV(r) is a
nonlocal pseudopotential for Na, with the following form

(28] Frca(t)=

1
V(D) =20 VIO D{ |+ Vaol(r) — - 2

A. Full-quantum calculations

w

inea§irF(2THcpt), O$t$ZTHCP

O, t>27—HCP1

(4)

where mycp is the full width at half maximum of the electric

In the above expressioN,(r) is anl dependent, short-range field andF ,c,.is the maximum amplitude of the HCP. Some
contribution andV,, is a polarization term accounting for tests were also performed using a half-sin form and a form
the polarization of the core, up to quadrupole contributionssuggested by Jond®1]. The three pulse shapes are dis-
The Hamiltonian preserves azimuthal symmetry, whichplayed in Fig. 1.

makes the component of the angular momentum a constant In general, our HCP numerical models are justified by the
of motion andm a good quantum number. As a consequencdact that when the duration of the weak tail is much longer
of the finite-sized core of Na, the system is nonseparable ithan the Kepler period of the Rydberg electron, its effect can
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be treated as a small, adiabatic perturbation. In some experi- B. Semiclassical calculations
ments, even this effect is eliminated by using techniques 1, provide an intuitive picture of the results obtained by

such as photoswitches to remove the [8fland narrow ex-  the fy|l-quantum calculations, we have performed a series of
traction slits to restrict the interaction regi80]. With re- cj5ssjcal trajectory calculations within the framework of a
spect to the influence of the pulse shape on the ionizatioe_gimensional model of the Na extreme parabolic states

process, our calculations show that for the same total MOgeveloped previousl§25,26. The full 2D classical Hamil-
mentum transfer, the ionization energy spectra for the threg)ian of the system in cylindrical coordinates is given by
pulse shapes, sin, gjrand the shape suggested by Jones, are

very similar. 1

In this study, we use initial Stark states of the Na atom  Hjp=> PPt~
with principal quantum numbersi=15 through n=20. P (p*+2%)
These states are computed by diagonalizing the static field L AFAE v
matrix in the unperturbed bagi29]. The initial state is then AFst Fucal], 0
propagated under the influence of the HCP using a Chebygherel, is a constant of motionEs and FycH(t) are the
e eyt S 1AW st and he HCP felds, espectvabot paralel )
time-dependent fielg the total propa atic;n time is divide ndVg is the short-range, non-Coulombic contribution of the

P ' propag a core. AlthoughVy makes the static field Hamiltonian

into equal-length subintervals, with negligible variation in ble | boli di f h "

the field during each subinterval. An estimate for the acceptponsepara € In parabolic coor Inates, for states with sma
=

able length of these subintervals is provided by the require(-wan.tu.m defects, (l. 2), this term can be_neglected due to

; the limited penetration of the wave function to the core in

ment that they satisfy to a reasonable degree of accuracy thﬁ formi . boli d

following relation: these states. Transforming EQ) to semiparabolic coordi-

nates

2
l z

+Vd (p?+72)Y)

t N u=(r+2)¥2 v=(r—-2)*? (8)
f Frc(t)dt=2> Fucel(t)At;, 5
0 1=0 and extending the phase spa@s is customary for time-
dependent problemdy introducing the momentum conju-
wheret; are the division pointst(=0, ty=t,), t, is the gate to timep,= —H(t), the Hamiltonian of the system be-
total duration of the pulse, ansit;=t;, ;—t;. The total time  comes
propagator is then decomposed as
1pitpi-4 1
) N1 =5 7,z T U IRt Frcs ]+ p=0.
0(tp,0= IT Ottis.t). (6) )

+

In the absence of the HCP, the equations of motiorufand

This scheme might be further improved by using a divisiony are separable. However, the presence of the time-
with the subinterval length correlated to the intensity of thedependent field couples the two degrees of freedom through
time-dependent HCP field. In our calculations, we usehe time varying energy-p,. Nevertheless, for initial con-
equally spaced time divisionsA¢;=At), and we consider ditions in whichv =0 andp,=0, the coupling terms remain
between 90 and 120 subintervals per division, which prozero at all times, and the motion i can be neg]ected_
vides for relative errors of less than 0.05% in the finalSimilarly, an approximate separation of the equations of mo-
lonization-energy spectrum. tion for u andv can be performed when thg, andv coor-

Once a suitable division of the propagation time is founddinates remain small throughout the duration of the HCP
the Chebyshev scheme is employed in each subinterval. Af25]. The degree of separability is characterized by a quantity
ter propagation, the final wave functigw(ty)) is analyzed B defined as
using an energy window method described previo(i3Bj.
Basically, this method projects the wave function onto thepﬁ 5 1,
positive-energy eigenstates of the field-free Hamiltonian. They +U"Pt—2+ SU[Fs+Frcit)]
result is the ionization probability as a function of the pho-
toelectron energy. In principle, it would be more accurate pﬁ 5 1,
(and more cumbersoméo project on the eigenstates of the =~ |5 Tv P 5V [FstFuct)][ == 5. (10
Stark Hamiltonian, rather than the field-free Hamiltonian.
However, the error entailed in using the field-free states iS—hUS, when the motion in the coordinate is negligible
roughly Fsz. Since most of the calculations in this work use (small values ofB), the system can be described approxi-
a static field of 400 V/cm, and the averagef the ionized mately by a 1D Hamiltonian given as
electron is between-600 and 200 a.u., the error is of the

order of 104 a.u. This represents only about 1% of the H= %p5+ upy—2+ U F+Fucp(t)]=0, (11
energy width of the electron after the kick, which is of the
order of 102 a.u. or in cylindrical coordinates as
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2
p 1
H:?Z_E+Z[FS+FHCF’(t)]+pt:0' (12)

Note that in the work of Delos and co-workdi&7], an ef-
fective nuclear chargeZ.¢;=Z— B/2, was used. In this
work, we assumgg~0 and takeZ.;=1.

The above Hamiltonian leads to a system of coupled dif-
ferential equations, which is integrated using a fifth-order
Runge-Kutta algorithn{33]. The results of the integration
are in turn used to obtain the final energy manifold of the
system. This manifold helps in investigating the properties of
the energy-resolved ionization spectrum.

An important point to remember about the 1D model is
that the motion of the electron is confined to one side of the
nucleus. The electron starts on one side of the cord) or
z<0, and never leaves the half space in which it begins.
That is, when the electron scatters from the core, it must
backscatter. As a result, in the 1D model uphill states must
ionize uphill and downhill states must ionize downhill, re-
gardless of the direction in which the HCP is applied. -600

FIG. 2. Plots of the electronic distributions for=15, k=
—12 (top), andk=+ 12 (botton) Stark states.

The existence of localized states is a general feature of
systems with highly degenerate manifolds under the influstate is actually easier than ionizing the downbhill state. This
ence of an external interactid®4,35. For the case of the observation has also been verified in experimghksFurther
sodium atom, a moderate external electric field mixes thestudies are underway to determine the physical origin of this
quasidegenerate=2 stategthesandp states are split off by effect.
large quantum defedtsvith the same magnetic numberin As in previous studie$23,24], we first investigate the
a givenn manifold, to form a Stark manifold. As in hydro- dependence of the total ionization rate on the peak amplitude
gen, the states in the Stark manifold are labeled by the qua®f the HCP field. The results of our calculations are pre-
tum numbelk, which, for a given principal quantum number sented in Fig. 3. For the downhill state the figure shows
n, takes the values—3n—5, ...,—n+3[36]. The interac- oscillations in the total ionization rates, whereas for the up-
tion with the external electric field lifts the orbital angular- hill state no oscillations are present. To analyze the oscilla-
momentum degeneracy and induces a pronounced localiz&ons in greater detail, we consider the derivative of the curve
tion of the extreme Stark states, as shown in Fig. 2. in Fig. 3 (see Fig. 4 The quantitydl/dFpeq (F peax iS the

The red-shifted states are characterized by an electric dpeak intensity of the HOPcan be related to the threshold
pole moment parallel to the external figdirected along the
z axig), as a consequence of their localization along the 1
axis. Viewing the external potentiat F;z as a potential ris-
ing monotonically in the direction of the-z axis, these
states are termed downhill states. The blue-shifted state@ 08
(higher energy are termed uphill states, and are localized
along the+ z axis, with a dipole moment antiparallel to the
external field.

One effect of the localization of the extreme Stark states3
is the manifest asymmetry in the total ionization rates for the%
uphill and downhill state$20,21]. The downhill states are
easier to ionize, since the electronic wave function in theseg
states is localized mainly along the negatiwaxis, close to
the saddle point of the combined Coulomb and Stark poten-g 02
tials. As a result, the electron can be easily kicked over the
potential barrier by the HCP field. In contrast, the wave func-
tions of the uphill Stark states are localized on the opposite 0 o
side of the nucleusz{>0), and the HCP electric field pushes
the electron towards a collision with the atomic core. The
scattering from the core reduces the total-energy transferred FIG. 3. Total ionization probability for Na= 15 stark states
by the HCP, which makes ionization more difficult. We find (F,=400 V/cm) kicked downhill by a st HCP with 7cp
that with very small momentum transfers, ionizing an uphill =400 fs k= +12, filled trianglesk= —12, open circles

IIl. RESULTS AND DISCUSSION
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FIG. 4. Derivative of the total ionization probability in Fig. 3 % 02 0d Y o3 1
with respect to the peak intensity of the HCle<(+ 12, filled tri- Energy (eV)
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FIG. 5. lonization spectra for Nan=15 Stark states Hg
ionization probabilityP(E=0) for fixed pulse length as fol- =400 V/icm) excited by a sthhHCP with Q=0.129 a.u. andrycp

lows: =100 fs. The top panel shows the spectrum Ker+ 12 (uphill)
state and the bottom panel shows the spectrunkfor 12 (down-
dl dl P(E=0) 13 hill) state.
L — =
d I:peak dQ

the classical equations of motion to determine the final en-
whereszgpFHcp(t)dt is the total momentum transfer of ergy of the electron. The results are shown in Fig. 6. Since
the pulse. Hence, the oscillations in the total ionization rateshe energy is a periodic function in the angle variable, it is
are related to the oscillations expected in experiments measlear that for any energy in the final manifdleicept for the
suring the threshold ionization probability. extrema there are exactly two trajectories with that energy.

The energy-resolved ionization spectra for the uphill andAs a result, any horizontal line corresponding to a particular
downhill states can be obtained using the window methodinal energy crosses the manifold at two points, and the cor-
discussed previously32]. Figure 5 shows thek=—12 respondingd;'s of these two points are the initial angle vari-
downhill (DKD) andk= + 12 uphill (UKD) ionization spec- ables of the two trajectories reaching that final energy.
tra for sodiumn=15, m=0 states, after interaction with a
S HCP  (Fpea= 160 kV/icm,  74cp=100fs, Q
=0.129 a.u.) directed along thez axis. A striking differ-
ence is displayed in the results for these two cases. The DKL~ %92
spectrum shows oscillations in the final energy probabilities,
whereas the UKD spectrum lacks any discernible oscilla-
tions. These results suggest that the oscillations in the tota o001 [
ionization rates observed for the downhill state are in fact
related to the oscillatory pattern present in the ionization-
energy spectrum.

To provide an intuitive, semiclassical explanation of the
oscillations in the DKD ionization spectrum, we employ the
one-dimensional semiclassical model described above. Thi:
model explains the oscillations in terms of two interfering
trajectories. To illustrate the predictions of this model, we
have performed classical trajectory Monte Carlo calculations
[37,38 that show the evolution of the initial energy manifold -0.02 ;
during the HCP. As in an earlier studig6], we start with a
number of trajectories uniformly distributed in the angle
variable 6,= ¢.—sin¢,, where ¢, represents the so-called FIG. 6. Final energy manifolds for a HCP @=0.129 a.u.:
eccentric anomaly of the electron orbit. The initial values for;,..=25 fs (solid line); r.cp=100 fs (dashed ling and 7cp

z and p, are then given byz=n?(1-cos¢), P, =200 fs(dotted ling. The initial energy manifold is denoted with a
=nsing./z. For each of the above trajectories, we integratenhorizontal solid line.

Energy (a.u.)

—0.01

Initial Angle (rad.)
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FIG. 8. lonization spectra for sodium= 15, k=—12 hit by a
HCP with Q=0.129 a.u. andr=200 fs. As the size of the flux
mask function increases, the oscillations diminish.

e lations, we implement a smooth absorbing mask function, to
" potential barrier remove the electronic flux moving towards the nucleus. As
can be seen in Fig. 8, as the mask function becomes more
effective in eliminating the component of the wave function
interacting at close range with the nuclefibat is, as the
FIG. 7. Schematic of two interfering trajectories. The force act-mask function radius increageshe interference pattern dis-
ing on the electron is directed opposite to the electric field appears. This result shows that the close-range interaction
with the core is essential to produce the interference pattern,
Figure 7 shows a schematic of two classical trajectoriegnd is consistent with the predictions of the semiclassical
interfering to produce oscillations in the energy spectra. Imanalysis.
one trajectory, the electron moves initially towards the core, Another aspect of the quantum results that is in accord
and loses energy as it opposes the HCP field. After reboundwith the one-dimensional semiclassical model is the depen-
ing from the core, the electron gains enough energy to escapience of the ionization spectrum on the HCP pulse length
over the barrier to ionization. In trajectory Il, the electron rycp. When the pulse length is much shorter than the Kepler
initially moves away from the nucleus, antiparallel to the period 7 cp<<7,, the electron does not have sufficient time
electric field, and gains energy continuously until it ionizes.to interact with the core while the pulse is on, and the net
Although the electron in the first trajectory initially loses effect is a simple “kick” of the electron, with a transferred
energy, after the rebound, the loss is compensated for by thghpulse Q= _IBPFHCP(t)dt- In this “impulse approxima-
large energy transfer due to the high momentum in the vicintion » the wave function for the electron after the interaction
ity of the nucleus E=—[Fycp vedt). Eventually, for  with the HCP is related to the wave function before the in-
proper initial conditions, the electron in trajectory | achievesteraction by
the same final energy as the electron in trajectory Il. Semi-
classically, the quantum wave functions associated with the - -
W0 traiectories i i : Pi(r) =€ %o(r). (14
jectories interfere to produce the oscillatory pattern in
the ionization spectrum. The above model suggests that the
short-range interaction with the core plays a key role in theOne can easily show, using a Fourier expansion of the initial
ionization dynamics. wave function in momentum space, that the energy trans-
To study the influence of the core in the quantum calcuferred during the interaction is
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4

sponds to the trajectory with minimum final energyf the
final manifold. As a result, one of the two trajectories has a
much smaller transition amplitude than the other, and the
interference is greatly reduced. Intuitively, the lack of oscil-
lations in the spectra calculated in the impulsive limit spec-
trum can be related to the fact that the electron does not have
time to interact with the core while the HCP is on. Therefore,
the two-trajectory interference mechanism described above is
not operative.
0 As the HCP pulse length increases, the oscillations in the
lonization prob. = 0.83 ionization spectrum become more evident, and the frequency
(c) of the oscillations increases slightly towards higher energies.
\ This can also be related to the classical calculations, in which
for longer pulses, the final manifold tends to be more sym-
0 metric around the minimum value. As a result, the slope of
(d) the trajectories on the right branchy> 6,,i,) becomes com-
parable to the slope of the trajectories on the left branch
(0p<6min), and the corresponding transition amplitudes of
the two branches have more similar values. This causes the
oscillatory interference patterns to display greater contrast
[see Figs. @) and 9¢)].
Another fact apparent in the spectra in Fig&)%nd 9c¢)
is a decrease in the total ionization probability as the pulse
length increasegat constanQQ). Unlike the case of impul-
sive excitation, the interaction with the core becomes more
important as the pulse gets longer. Since the effect of this
interaction is to slow and curve the trajectory of an electron
moving away from the nucleus, the total-energy transferred
from the pulseAE= —fgplfHCp(t)ﬂedt, is reduced consid-
erably. A more significant reduction of the total ionization
probability is observed whenycp>7,/2 [Fig. Ad)]. This
decrease is expected, since, on an average the interaction
time of the electron with the core ig,/2. The frequency of
the oscillations also decreases, which can be related to a
decrease in the speed of variation with energy of the phase
difference between the two interfering patl#$A ¢)/ SE.
While the DKD case is well described by the one-

lonization prob. = 0.859

()

lonization prob. = 0.856

(b)

1)

lonization prob. = 0.74

Differential lonization probability (eV'1)

e

lonization prob. = 0.71

(e)

0.4
Energy (a.u.)

0.6 0.8

FIG. 9. lonization spectra and total ionization probability for
sodium,n=15, k=—12 (F¢=400 V/cm) hit by a siA HCP of Q
=0.129 a.u. as a function of the pulse durati@:impulsive limit,
Tuep=0 fs; (b) 7yep=25 fs; (¢) Tep=100 fs; (d) 7cp=400 fs;
and(e) 7ycp=800 fs.

p; P’ 2

Q
> "5 ~hQt 5,

AE (15)

wherep; and p; are the initial and final average momenta,

andp, is the average of the component of the momentum . ) : ; ;
o . . dimensional semiclassical model, the UKD case is not. In
over the initial wave function. As an example, Fig@p

shows the spectrum resulting from the final wave functionparticmar’ the same argument of periodicity in the final en-

0z, (o i . ergy manifold would predict that spectral oscillations will
€ “o(r), with gy corresponding to th@=15, k=—12 5150 pe present in the UKD spectra. However, the full-

downhill state of Na, and)=0.129 a.u. The spectrum iS qyantum calculations show no oscillations in the UKD case.
computed using a Chebyshev polynomial expansion of the' aAn examination of the electronic wave functions for the
exponential. Readily apparent in Figapis that the oscilla- N3 1=15 m=0 downhill (k=—12) and uphill k= +12)
tions in the spectrum disappear in the impulsive limit. Semi-gi5tag a5 they propagate under the influence of the (RGP
classically, this can be related to the fact that the transitiorlo) reveals a marked difference between the spatial evolu-
amplitudes_corresponding_ti) the two inte_r1;ering trajectoriegjon of the two states. For the uphill state, an important part
are proportional tgdl/36;|~* (or |0E; /36| ") [27], where  of the wave function is pushed by the HCP field past the

[4]1 =
(ello() core. In contrast, the downhill state remains at all times in
[t dl
X ex |f —6(t) 5z —H(t) |dt|. (16
to dt
A more revealing depiction of the differences between the

the same half space€0) in which it started, and shows a
In the limit of ultrashort pulses, one can see in Fig. 6 that thdJKD and DKD cases can be seen by analyzing the wave

—12 atomic core, into the-z region. The electron wave function
2 ﬁ ) is strongly scattered by the short-range interaction with the
36
much smoother and quasi-1D evolution towards the
asymptotic regions of the grid.
quantity|JE;/36;| 1 approaches 0 slope for the trajec-
tories on the right branch6¢> 6,,;,, where 6,,;, corre-

packet evolution in semiparabolic coordinatasandv [cf.
Eqg. (8)]. Figure 11 displays the averages of theand v

013405-7



MANESCU, KRAUSE, AND SCHAFER PHYSICAL REVIEW 468, 013405 (2003

40

30 - T

S - - "

"0

distance'? (a.u.)
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FIG. 11. Evolution of the expectation values of the semi para-
bolic coordinates during the interaction with a SIHCP of Q
=0.129 a.u. andrycp=100 fs. The solid lines show the expecta-
tion value ofv for the uphill (filled circles and downhill (filled
triangles states. The dashed lines show the expectation value of
for the uphill (open circleg and downhill(open trianglesstates.

considerably larger than the uphill flux, and the electron has
a high probability of ionizing, as expected, in thez direc-

tion. For weaker pulsedower Q’s) of durations comparable

to the Kepler orbital period €ycp=7,), the probability for

ks the uphill electron to scatter past the nucleus decreases, and
00400200 0 300300 1600 the electron has a higher probabilitglithough small in ab-

-600-400-200 O 200 400 600 > a YT ) ) °
p (au) p (au) solute valug to ionize in the +z direction [21] [see Fig.

o . . ) 12(b)].
FIG. 10. Electronic distribution as a function of time during the (U)gder conditions in which the penetration of the wave

interaction with a sif HCP of Q=0.129 a.u. andrycp= 100 fs.
The panels on the left display the evolution for + 12 uphill state
and the panels on the right show the evolutiorkef— 12 downhill
state.

function into the—z region is reduced, the motion i is
limited, and the 1D model is adequate, at least qualitatively.
Consequently, one would expect to observe oscillations in
the final energy spectfalthough only in the bound spectrum
coordinates computed from the time-dependent electronisince the ionization probability would be very small, see Fig.
wave functions. While the motion of the downhill state in the 13(a)]. Calculations also show that, for the same external
v coordinate is negligible, the uphill state displays significantpulse, the hydrogen uphill states are less likely to penetrate
development in this coordinate. Since the 1D model requirebeyond the core in the-z direction than their sodium coun-
guasi-one-dimensional dynamics at all tinj&s. (10)], itis  terparts. This difference is a result of the nonzero coupling
clear that this model is inadequate to describe the ionizatiohetween the sodium blue and red states, due to the finite size
of the uphill stategwhen kicked downhi)l. As a result, the of the core[36]. In effect, the 1D approximation is more
semiclassical, two-trajectory model is not applicable. Theaccurate in describing the evolution of the hydrogen uphill
emergence of a second dimension in the problem transfornstate, and the final spectrum displays oscillations with greater
the final energy manifold into a 3D surface depending on twacontrasfagain, only in the bound spectrum, see Fig(hlB
parameters. The intersection of the final manifold with a con- The results and interpretation presented above indicate
stant energy plane is a contour in the pldimstead of only that the condition necessary to observe interference oscilla-
two points in the 1D cageConsequently, multiple trajecto- tions in the uphill cas¢UKD) is that the uphill dynamics are
ries will have the same final energy, and their noncorrelatedgonstrained to thetz region. Since the part of the uphill
contributions will tend to cancel out, leading to the destruc-wave function localized along the z axis is primarily scat-
tion of the oscillatory interference pattern. tered back into therz region by the core, the 1D approxi-
The evolution of the uphill state in the coordinate(as  mation should be fairly accurate in describing its dynamics.
observed in Fig. 1lis primarily due to the fact that, during The final energy spectrum, obtained when the analysis of the
the interaction with the HCP, most of the uphill wave func- final wave function is restricted to the regionr<®@< /25
tion penetrates beyond the core, into the region. As Fig. rad[see Fig. 1&)], confirms this hypothesis.
12(a) shows, for short pulses, the downhill ionization flux is  The importance of the quasi-one-dimensional dynamics of
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FIG. 12. Asymptotic electronic flux through the right and left Energy (eV)

hemispheres of a 920 a.u. radius sphere, centered at the origin.
Panel(a) shows a sodiunm=15, k= +12 state ionized by a sin
HCP with 7ycp= 100 fs andF ;5= 160 kV/cm and panelb) shows
the same state ionized by a 3iHCP with 74cp=282 fs andF peax
=26.5 kV/cm. In both panels, the flux ionizing downhill is shown
by the solid line and the flux ionizing uphill is shown by the dashed
line.

FIG. 13. Final energy spectréa) sodium,n=15, k= + 12 state
hit by sir? HCP, 7,cp=300 fs, Fea= 56 kV/cm; (b) hydrogen,n

=15, k=-+14 hit by sirf HCP, rycp=300 fs, F peai= 56 kKVicm;

(c) restriction to 0< 8<#/25 for the final wave function of Na

=15, k= +12 hit by sirf HCP, 7;cp=200 fs, F peq= 80 kV/cm.

the wave function for the observation of interference effects 8
is also demonstrated in the dependence of the ionizatior
spectrum on the static field magnitudsee Fig. 14 The
static field is essentially an alignment mechanism that pro-
vides the initial localization of the electronic wave function
along thez axis. At very low fields, the 1d state, due to its
small quantum defect, is not yet mixed with the higher-
states in the Stark manifold. As a result, the state that woulc
be k= —12 (the downhill statg has nearly pura (I=2)
character, and is not well localized along thexis. During
the interaction with the HCP, this produces sufficient motion
in the semiparabolio coordinate to break the quasi-1D dy-
namics.

As the magnitude of the static field increas&80 V/cm
and highey, the 15 state joins the Stark manifold and be-
comes th&k= —12 Stark state. The confinement of this state
along thez axis becomes more pronounced, and the 1D ap-
proximation is valid Eq. (10)]. Consequently, oscillations, as
predicted by the 1D model, are evident in the ionization-
energy spectrum.

Fs =20V/em

_1)

Fs = 100V/cm

Fs = 400V/cm

Differential ionization probability (eV

o
o
o

04 0.6 0.8 1
Energy (eV)

IV. CONCLUSIONS L . .
FIG. 14. lonization spectra for Na= 15, k= — 12 hit by a sik

In conclusion, this work presents a detailed study of 0SHCP (rcp=100 fs, Fpeq= 160 kV/icm) as a function of the static
cillations in the ionization spectrum of a Stark state in so-electric fieldFs.
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dium excited by a half-cycle pulse. Full-quantum calcula-states. Finally, we showed that the one-dimensional model is
tions revealed oscillations in the DKD spectrum that can benot adequate for describing the uphill ionization, due to sig-
explained with a 1D semiclassical model as interference efnificant evolution of the uphill states in thesemiparabolic
fects between two dominant trajectories leading to the sameoordinate. This motion results from the scattering of the
final energy. The UKD spectra, on the other hand, showed naphill states beyond the core, as they are pushed in-the
oscillations, due to a larger angular spread of the wave funadirection by the HCP field. The resulting, quasi-2D ioniza-
tion as it scatters from the core, which implies the contribu-tion dynamics of the uphill states suppresses the oscillations
tion of many noncorrelated paths to the same final energy. Tim the UKD spectra.

isolate the role of the atomic core during the interaction with
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