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Combined interferometric and absorption-spectroscopic technique
for determining molecular line strengths: Applications to CO2

A. Castrillo, G. Gagliardi, G. Casa, and L. Gianfrani*
Dipartimento di Scienze Ambientali, Seconda Universita` di Napoli, and INFM–Gruppo Coordinato Napoli 2, Via Vivaldi 43,

I-81100 Caserta, Italy
~Received 22 October 2002; published 17 June 2003!

A diode-laser-based technique has been developed for absolute line strength measurements with high pre-
cision and accuracy, combining a spectroscopic determination of the integrated absorbance with an optical
measurement of the absorption path length by means of a Michelson interferometer. This method has been
applied to several12C16O2 vibrorotational transitions belonging to then112n2

01n3 combination band, in the
spectral region around 2mm. The 1s overall accuracy in line strength determination ranges between 0.4% and
0.7%, while the experimental reproducibility is estimated to be around 0.1%. To our knowledge, these levels
are the highest ever reached before. The pressure-broadening coefficients for the same transitions are also
reported.

DOI: 10.1103/PhysRevA.67.062503 PACS number~s!: 33.70.Fd, 33.20.Ea, 42.62.Fi
la
o

ys
re
fe
s
o

a
om
m
ke
o
t,
T
O
f
f

of
ra
re
e
e

d
e
i
c
y
n
2

ut

on
the
ngth

acy
r-
as.

ach
lute

-
the

ing

ed
the
ent
in-
and
ted

ig.

was
ent
by
s of
ture
.9

ell,
.i
I. INTRODUCTION

The measurement of the absolute intensity of molecu
spectral lines is of great importance for a large variety
applications in different research fields, including astroph
ics, atmospheric chemistry, and meteorology. This is the
son why so many efforts have been done, in the past
decades, in the attempt to quantify the absorption feature
several gaseous species. A large amount of spectrosc
data has been collected in theHITRAN database@1#, which
has been widely recognized as a good compendium for m
molecules. Like other databases, it is made of a proper c
bination of laboratory measurements and quantu
mechanical calculations, most of the information on wea
bands coming from theoretical extrapolations of data
stronger bands. Nonetheless, the accuracy is not sufficien
many cases, even when experimental data are available.
is especially true for some molecular species, such as C2,
H2O, CH4, and NH3, of crucial importance for studies o
planetary atmospheres@2#. Indeed, the characterization o
their molecular composition is often limited by the lack
quantitative spectroscopic data. Furthermore, the accu
knowledge of spectroscopic parameters in the near-infra
region is often indispensable in order to retrieve gas conc
trations with high accuracy, when diode laser-based sp
trometers are used forin situ or remote monitoring of Earth’s
atmosphere@3,4#.

Absorption spectroscopy based on room-temperature,
tributed feedback~DFB!, semiconductor diode lasers in th
near-infrared enables the observation of molecular lines w
high-resolution, experimental reproducibility and accura
@5,6#. It is well known that InGaAs/InP diode lasers ma
probe vibrorotational transitions belonging to overtone a
combination bands in the spectral region between 0.7 and
mm. A simple and powerful approach to retrieve absol

*Corresponding author. Email address: livio.gianfrani@na.infn
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line intensities of a certain molecular species is based
Beer-Lambert’s law and relies on the measurement of
integrated absorbance, when both the absorption path le
and the gas concentration are known@7#. Basically, a high-
precision level can be achieved in this way but the accur
is usually limited by several factors, including the unce
tainty on the absorption path length through the sample g

In this paper, we report on a novel experimental appro
for high precision and accuracy measurement of abso
line intensities. It was successfully applied to six CO2 tran-
sitions, belonging to then112n2

01n3 combination band,
around 5000 cm21. This spectral feature attracts a lot of in
terest among the spectroscopic community, providing
most advantageous way to develop on-line CO2 sensors,
based on diode lasers, for combustion applications@8#, vol-
canic gas monitoring@9#, and greenhouse effect studies@10#.
Most of the available data on this band were obtained us
Fourier transform~FT! spectrometers@11–13# and, more re-
cently, a diode laser spectrometer@7#, with relative uncertain-
ties ranging between 2% and 10%.

A significant improvement in the accuracy was achiev
in the present work combining the direct observation of
absorption line shape in a sample cell with the measurem
of the absorption path length, by means of a Michelson
terferometer. The experimental results are discussed
compared with previous data, also including those repor
in the HITRAN database.

II. EXPERIMENTAL APPARATUS

A sketch of the experimental arrangement is shown in F
1. A DFB diode laser, emitting 2 mW cw at 1.999mm, was
used as a tuneable laser source. The emission linewidth
about 10 MHz. The laser was driven by a low-noise curr
supply, while its temperature was stabilized within 1 mK
means of a temperature controller. Coarse and fine tuning
the wavelength were made changing the laser tempera
and injection current, with a rate of about 1.2 Å/K and 0
GHz/mA, respectively.

The laser beam was directed to a 10-cm-long sample c
t;
©2003 The American Physical Society03-1
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FIG. 1. Sketch of the experi-
mental setup. DL stands for diod
laser, PG for pressure gauge, P
for photodiode, and OI for optica
isolator. The sample cell is place
in a vacuum chamber to ensure
good thermal insulation. A Mich-
elson interferometer is used t
measure the beam path length
the reference cell.
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filled with pure CO2 gas ~99.99%! at adjustable pressure
which was measured using a 100- and a 1000-Torr full-sc
capacitance gauge with a 0.25% accuracy. In order to m
tain the gas temperature constant during the whole meas
ment time, the cell was placed into a vacuum cham
equipped with two antireflection-coated BK7 windows. T
cell temperature was monitored using aK-type thermocouple
with a 0.1-K accuracy. A vacuum system, based on a tur
molecular pump, ensured high purity in the sample gas c
while a rotative pump provided the vacuum inside the cha
ber. The transmitted radiation was focused onto a roo
temperature InGaAs photodiode~Ph1!, whose output signa
was preamplified and sent to a digital oscilloscope for d
acquisition. Signal averaging allowed us to increase
signal-to-noise ratio, reducing the detection bandwidth do
to about 100 Hz. The acquired spectra were transferred
personal computer, through a GPIB board, with a total nu
ber of 500 points for each spectrum and a 16-bit verti
resolution. The laser frequency was linearly scanned over
absorption line shape by means of a triangular modulatio
the injection current in the range between 70 and 90 mA
cover a spectral interval as wide as 20 GHz, at a rate of ab
5 Hz. A small portion of the laser beam was coupled to
50-cm-long confocal Fabry-Pe´rot interferometer that pro
vided frequency markers for precise frequency calibration
the absorption spectra. The free-spectral range~FSR! was
measured to be (149.660.7) MHz. This value was carried
out using pairs of12CO2 and 13CO2 lines as references
whose line-center frequencies were taken from theHITRAN

database.
As will be explained in Sec. III B, the spectral purity o

the laser emission was carefully examined in order to prev
that the presence of laser cavity extra modes could affec
measurements. For this purpose, a further portion of
beam was directed to a Herriott-type multiple reflection c
providing an optical path length of 30 m. It enabled us
measure the 100% absorption level in correspondence
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the line center of each vibrorotational line investigated in t
work.

A Michelson interferometer was employed to determi
the absorption path length in the sample cell. In one of
arms, a 1-m-long absorption cell was placed and used
reference cell. This cell could be filled with standard a
depleted in H2O and CO2 ~at a level of 5 and 1 ppm, respec
tively!, at adjustable pressure. Also in this case, the cell w
equipped with an absolute pressure gauge and aK-type ther-
mocouple, for the precise determination of the thermo
namic conditions of the inside gas. Sliding of interferen
fringes was monitored using an InGaAs preamplified pho
diode ~Ph2! and counted by a universal counter. An unc
tainty of half a fringe was achieved, using a half-wave re
tifier circuit on the output stage of the photodiode to dri
the counter.

III. MEASUREMENT PROCEDURE

The measurement procedure relies on the precise de
tion of the attenuation of coherent radiation by CO2 mol-
ecules for given frequencies, corresponding to vibroro
tional transitions. The absorption process occurring in
sample cell is ruled by the well-known Beer-Lambert la
which states that the transmitted powerP decreases as

P~n!5P0 exp@2S~T!g~n2n0!LN#, ~1!

whereP0 is the incident power,n is the laser frequency~in
cm21!, n0 is the line-center frequency,L is the absorption
path length~in cm!, N is the gas density~in molecules cm23!,
S is the transition strength~in cm/molecule!, which is a func-
tion of the gas temperatureT, andg(n2n0) is the normal-
ized line-shape function~in cm!. This function is generally a
Voigt profile that accounts for both Doppler and collisio
broadening mechanisms. From Eq.~1!, one can derive a
simple expression for the integrated absorbanceA, that is,

A5E ln@P0 /P~n!#dn5S~T!LN, ~2!
3-2
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which represents our observable in the recorded spe
Since the CO2 number density can be derived from the me
surement of the gas temperature and pressure, the trans
strengthS can be readily determined, using Eq.~2!, if L is
known.

A. Measurement of the absorption path length

The measurement of the absorption path length in
sample cell is based on a very accurate interferome
method. As mentioned above, a 1-m-long reference cell
placed in one arm of a Michelson interferometer. Aft
evacuating the cell, the standard air sample was slowly
jected up to a pressure of (908.060.1) Torr, thus causing the
refractivity, (n21), to change from 0 up to (3.333
60.0004)31024. As a consequence, during the time inte
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val of about 5 min in which the gas pressure increased
movement of the interference fringes could be observed
carefully quantified. The change in the optical-path diffe
ence between the two arms,D l , and the corresponding tota
number of fringes,F, which followed one another on th
photodetector Ph2, are related by the following express
@14#:

D l 5~nf21!L05F
l

2
, ~3!

l being the laser wavelength,nf the refractive index of air at
the final value of the air pressure, andL0 the reference cell
length. The refractivity of air, as a function of the waveleng
as well as of gas composition, partial pressures, and temp
ture, was provided by the updated Edle´n formula @15#:
n215
p31028@8342,5412406147~1302s2!21115998~38,92s2!21#@1110283~0,60120,00972t !p#

96095,43~110,003661t !
, ~4!
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wherep andt are the air pressure and temperature in Pa
°C, respectively, whiles is the wave number inmm21. Fur-
ther corrections due to the presence of small amounts of H2O
and CO2 were taken into account using the expressions
ported in Ref.@15#. Also, the use of a long path cell in con
junction with the half-fringe counting system enabled us
achieve a good precision in the interferometric measurem
the relative uncertainty onF being 0.08%. Using Eq.~3!, we
found L05(1.015560.0003) m. This value represented o
reference optical length, to which the absorption path len
in the sample cell,L, had to be compared. In fact,L was
retrieved from the integrated absorbances,AS andAR , mea-
sured in the sample and reference cells, respectively, in
presence of CO2 gas samples at the same thermodynam
conditions. Particularly, one obtains from Eq.~2!

L5L0

AS

AR
. ~5!

The ratioAS /AR was measured for theR(30) line at three
different pressures, namely 50, 100, and 150 Torr, 30
peated measurements having been performed in each
The procedure of spectra analysis, providing the integra
absorbance, will be explained in the next section. As a re
of the statistical analysis of theAS /AR values, we foundL
5(0.104 2260.000 03) m.

The absorption length was also retrieved from the
quired spectra using a different approach based on the m
surement of the fractional absorption at the line center,
stead of the integrated absorbance. TheL value, carried out
in this case, was in total agreement with that reported ab

B. Determination of the integrated absorbance

The absorption profile for a given vibrorotational tran
tion was recorded as a function of the CO2 pressure inside
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the sample cell, in the range between 30 and 300 Torr. A
each sample injection, a time interval of about 10 min w
needed in order to let the gas reach the thermal equilibri
Also, the transmitted power from the Fabry-Pe´rot interfer-
ometer was simultaneously detected, in order to calibrate
laser frequency scan. The absorption spectra were care
analyzed using aMATLAB code. This procedure consisted of
nonlinear least-squares fit of the line profiles to Eq.~1!,
based on the Levenberg-Marquardt routine. A fourth-or
polynomial dependence ofP0 on the laser frequency wa
considered to take into account the laser power modulat
which occurred during the laser current scans. Furtherm
the Voigt profile was expressed as the real part of the co
plex probability function, which could be efficiently evalu
ated using the Humlicek algorithm@16#. An example of the
CO2 absorption spectrum is reported in Fig. 2. The best
curve is also shown with the residuals in an expanded sc
It is worth noting the excellent agreement between the
pected and the experimental profile, within a root-mea
square deviation of about 1.631023. Once the line-shape
parameters were determined for a given spectrum, the i
grated absorbance could be calculated numerically.

The stability of the experimental setup, as well as the h
signal-to-noise ratio, enabled us to achieve an experime
reproducibility in the spectra recovering better than 0.1%
fact, we found an overall precision in the integrated abs
bance determination ranging between 0.07% and 0.16%,
pending on the line. These values, corresponding to one s
dard deviation, were carried out over 30 spectra acquisiti
repeated in the same experimental conditions. The m
source of error was due to the uncertainty in the freque
calibration of the laser scans. Taking into account the ma
mum uncertainty on the FSR of the Fabry-Pe´rot interferom-
eter, we estimated an error on the integrated absorbanc
1%. Systematic errors due to possible distortions in the
3-3
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served line profile could be neglected, the linearity in t
laser frequency scan being better than 0.1%. Another so
of systematic error was singled out in the spectral purity
the diode laser itself and could be eliminated. Indeed,
diode laser spectral emission was carefully examined
means of the Fabry-Pe´rot interferometer and the presence
weak extra laser modes could be evidenced, with a s
mode suppression ratio ranging from a few ‰ up to 1
depending on the laser operating conditions. The coexiste
of different laser modes may give rise to a false ze
Namely, the optical zero, which is observed when a 10
absorption of the main laser mode takes place, does no
sult in a zero detected signal. In our case, since the po
delivered on each mode was well defined and reproduci
the optical zero could be accurately evaluated. Figure
shows an example of a CO2 absorption line under saturatio
conditions, observed in the multiple reflection cell at a pr
sure of 4 Torr. The optical zero level can be compared to
dark signal coming from the detector. It is worth noting th
the optical zero had to be scaled by a factor given by

FIG. 2. Example of a CO2 absorption profile, in correspondenc
of the R(40) line of the n112n2

01n3 combination band, at
5003.445 cm21. The theoretical line shape, given by a Voigt co
volution, is also shown. Residuals are reported in the bottom pa
the figure and exhibit a root-mean-square value of 0.16%.

FIG. 3. Example of a CO2 line with 100% of absorption for the
determination of the optical zero.
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ratio of the incident powers upon the sample and multip
cells, before being considered in the spectra analysis. T
correction increased the integrated absorbance by an am
ranging from 0.3% to 3%.

IV. RESULTS AND DISCUSSION

In this experiment, we focused our attention on theR
branch of then112n2

01n3 vibrational band, which takes
place between 4950 and 5010 cm21, with line intensities
typically ranging from 10221 to 10224 cm/molecules. In par-
ticular, we measured the line strength of six lines, going fr
R(30) to R(40), over a 5-cm21-wide spectral interval.

In Fig. 4, the integrated absorbance data for theR(30) are
shown as a function of the gas number densities, which w
calculated from the pressure and temperature values. Acc
ing to Eq. ~2!, the line strengthS was determined from the
slope of a weighted linear fit, taking into account the erro
on both the variables. In Table I, the measuredS values are
reported along with the corresponding uncertainties. It
worth noting that the total relative uncertainty ranges b
tween 0.4% and 0.7%. To summarize, we considered
errors on the frequency calibration~affecting theA values!,
on the gas pressure and temperature~propagated on theN
values!, as well as the error on the measured absorption p
length, while the errors coming from the repeatability of t
experimental results could be neglected. Thanks to the M
elson interferometer, the accuracy of the measured
strengths was no longer limited by the knowledge of t
absorption path length but instead was limited mainly by
accuracy in the frequency calibration. On the other hand,
plot in Fig. 4 shows a nearly perfect agreement between
experimental points and the linear fit, which was observ
for all the investigated lines. This is also due to the pass
temperature stabilization system of the sample gas c
which turned out to be very efficient. Indeed, the gas te
perature was observed to be stable within the accuracy o
thermometer, during each series. Small variations were
served only from one series to another, the measured t
perature values being reported in the third entry of Table
The line-strength values, normalized at the reference t
peratureT05296 K, are

of

FIG. 4. Integrated absorbance data as a function of the C2

number density, for theR(30) line. The slope of the best-fit line
provides the product between the line strength and the absorp
path length.
3-4
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TABLE I. Experimental results.

Line
S

(10222 cm/molecule)
T

~K!
S at 296 K

(10222 cm/molecule)
uRu2

(1026 Debye2)

Self-broadening
coefficient
~cm21/atm!

R(30) 6.8560.04 296.45 6.8560.04 9.0060.05 0.17460.011
R(32) 5.9560.03 296.85 5.9560.03 9.3260.05 0.16960.010
R(34) 4.8260.03 297.05 4.8260.03 9.1760.06 0.16960.014
R(36) 3.9260.03 297.15 3.9160.03 9.2260.07 0.16760.012
R(38) 3.05460.017 297.35 3.05160.019 9.0560.06 0.15560.010
R(40) 2.39460.014 297.35 2.38760.014 9.0860.05 0.15060.010
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reported in the fourth entry of the table. They have be
calculated from the data in the second column using the
lowing expression:

S~T!5S~T0!
Q~T0!

Q~T! S T0

T DexpF2hc
E9

kB
S 1

T
2

1

T0
D G

3F12expS 2
hcn0

kBT D GF12expS 2
hcn0

kBT D G21

,

~6!

S(T0) being the line strength at the reference tempera
and E9 the lower state energy of the transition. The C2
partition function Q(T) can be well approximated by th
polynomial a1bT1cT21dT3 ~with a521.3617, b
50.948 99,c520.692 5931023, and d50.259 7431025)
@17#. Furthermore, the normalized line strength values,
well asQ(T0), were used to calculate the square of the tr
sition dipole moments, which are reported in the fifth colum
of Table I.

We made a comparison with the line strength values
ported in previous papers and with theHITRAN database@1#.
In particular, we considered the work performed by Vale
et al. for several transitions of the same band, by means o
FTIR spectrometer@12#, and that by Corsiet al., using diode
laser spectroscopy@7#. In Fig. 5, these values are compar
with our data. It is worth noting that our results are in go

FIG. 5. Comparison between our intensity values and those
ported inHITRAN, in Refs.@7# and @12#. For the sake of clarity, the
error bars have not been drawn. However, the uncertainties in
set of values are discussed in the text.
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agreement with the values reported by Valeroet al., as well
as with those reported in theHITRAN database, but much
more accurate. Indeed, the experimental results in Ref.@12#
present an overall estimated accuracy~also including pos-
sible systematic errors! of about 2%, while the error code in
the HITRAN database suggests an uncertainty between
and 5%. On the other hand, the same absolute intensitie
provided by Corsiet al., are shifted towards smaller value
even though they still agree with our data because of th
large errors, always greater than 4%@7#.

As a result of the nonlinear least-squares fit of the abso
tion spectra, we also determined the homogeneous linew
In order to check the correctness of our data analysis pro
dure, for each line, the integrated absorbance data were
ted as a function of the homogeneous linewidths, both
trieved from the absorption spectra at different pressure
linear correlation between the two sets of data is obviou
expected. Indeed, we found excellent values of the lin
regression coefficient for the data sets related to all the
vestigated lines. For instance, for theR(30) data, we found a
linear regression coefficient of 0.9998. Furthermore, we
termined the collision self-broadening coefficients, which a
reported in the sixth column of Table I. Most of these resu
are consistent with those reported in theHITRAN database,
while in poor agreement with the data of Ref.@7#, as shown
in Fig. 6. Here, we may note that, although the trends of
pressure-broadening coefficient as a function of the ro

e-

ch
FIG. 6. Experimental self-broadening coefficients~full width at

half maximum! for the lines investigated in this work. The unce
tainty in theHITRAN values were not available in the 1996 editio
3-5
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tional quantum number are quite similar, the absolute val
of Ref. @7# are noticeably larger than our values.

V. CONCLUSIONS

This paper represents a first important step towards
accurate determination of the absolute intensities for mole
lar transitions. A new approach, exploiting direct absorpt
spectroscopy and laser interferometry, has been success
implemented for intensity measurements of CO2 vibrorota-
tional lines in the spectral region around 5000 cm21. The
reproducibility of our results was about 0.1% while the a
curacy varied from 0.4% to 0.7%, depending on the tran
tion. Data already available for the same lines were found
be only in partial agreement with our results. We also p
vided accurate values of the transition dipole momen
which can be of particular significance in order to study
effect of the vibration-rotation interaction and clarify th
puzzling situation of the Herman-Wallis factors@18#.
t.
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As a result of a severe uncertainty analysis, we found t
our accuracy was essentially limited by the error on the f
quency scale of the recorded spectra. A drastic improvem
can be achieved using two phase-locked extended-cavity
ode lasers. Indeed, optical phase-locking offers the poss
ity to perform broad scans around an arbitrary center
quency with, in principle, a sub-Hz accuracy@19#. At the
same time, the use of an extended-cavity diode laser wo
ensure a much better spectral purity, which would enable
to avoid the problem of the optical zero evaluation.
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