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Compared to single-photon rates, multiphoton excitation rates of atoms and molecules are generally quite
small, even at high laser intensities, at least in a 2-level system. Small multiphoton coupling strengths, large ac
Stark shifts, and ionization all inhibit real population transfer between bound states. However, it has recently
been shown that a 3-level system consisting of a ground state and a pair of nearly degenerate strongly coupled
upper states greatly enhances the multiphoton coupling with the ground state, while also greatly reducing the
ac Stark shift of the ground state. In this paper | will derive an analytic expression for-pheton Rabi
frequency, for this system, in the case of degenerate upper states, as well as an expression for the level shifts
induced in the case of nondegenerate upper states. Numerical calculations based on the 3-level system are
presented to verify the analytic results and to show that high-ardpulses can be driven at moderate field
strengths. To demonstrate the feasibility of this process in a real physical system, | will present fully correlated
2-electron calculations in a model one-dimensional molecular potential, including ionization that show a
12-photons pulse driven with near-infrared photons. In other words, a single excited state 18.6 eV above the
ground state can be populated with over 90% efficiency with little ionization while the ground state is almost
completely depopulated. Besides the possibility of producing an amplifying medium in the vacuum ultraviolet,
this 3-level configuration may open the door to other strong field effects previously restricted to single-photon
interactions, such as adiabatic passage and inner-shell ionization.
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[. INTRODUCTION This paper is divided into two main parts. In the first part,
| will derive two important results for the 3-level system: an

Multiphoton excitation with strong laser fields has beenanalytic expression for tha-photon Rabi frequency in the
considered as a way of populating highly excited states ofase of degenerate upper levels and a perturbative expression
atoms and molecules with optical photons, perhaps to profor the shifts for the upper states when they are nondegener-
duce popu|ation inversions in the vacuum u|travi(ﬂéUV) ate. The two results allow one to predict the field Strength
[1,2]. Unfortunately, it has been shown that, within a 2-leveland laser frequency needed to produce a multiphatpulse
model, multiphoton excitation rates are exceedingly smalknder a wide variety of conditions. In the second part, | will
and that ionization will generally dominate the interactionpresent fully correlated 2-electron calculations in a one-
[3]. The main problem is that the high laser intensities re-dimensional(1D) model molecular potential that includes
quired to overcome the weak multiphoton coupling strengtionization. These calculations are used to verify the analytic
also produce large ac Stark shifts. These Stark shifts movéesults and demonstrate that a single state 18.6 eV above the
the energy levels of the material in a complex way making itground state can be populated through a 12-photon transition
impossible to maintain a multiphoton resonance for an apwith high efficiency 90%) and little ionization while
preciable time during the laser pulse. Thus, the prospects f&tompletely depopulating the ground state.
using strong laser fields for the excitation and control of real ~Although efficient multiphoton excitation is itself signifi-
population did not appear to be promising. cant, the interest here is i pulses, for two reasons. First,

More recently, a 3-level system has been proposed thdtulses produce the maximum possible inversion on a transi-
provides a strong multiphoton coupling between the groundion, which is important for optical gain. Second, adiabatic
state and highly excited upper states, while, at the same tim@assage is a more robust means for population transfer. How-
minimizing the ac Stark shift of the ground state that wouldever, the ability to generate & pulse is a prerequisite for
normally destroy the resonance between the laser field anadiabatic passage, where at least several Rabi oscillations are
the transition being drivef#]. The 3-level system consists of needed. As it turns out, the transition from producingra
a ground state and a pair of nearly degenerate stronglpulse to achieving adiabatic passage is easier for a multipho-
coupled upper states. Under these conditions, multiphototon transition than for a single-photon transition, although
excitation is so strong that high-order pulses can be con- this will be the subject of another paper. This system may
sidered, for the first time. also show strong harmonic generation, but, this too will be

Not only does this model 3-level system work exception-the subject of another paper.
ally well, all evenly charged homonuclear diatomic molecu-
lar ions have this level structure, where the upper states con-
sist of the charge transfer staféd. Indeed, for many years, . 3-LEVEL MODEL
this molecular configuration has been the one outstanding
example of efficient multiphoton excitatidi®—9], although
there had been no explanation for this strong excitation until The 3-level system of interest is shown in Fig. 1 and can
now. be represented by the following time dependent Hamiltonian:

A. Analytic solution of the degenerate 3-level model
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8 of gauge. However, this issue has been thoroughly discussed
|3> in the context of the 2-photon transition from the dtate to

0 $ 923 the 2s in hydrogen[10]. In this instance, if only the &, 2s,
|2> Y.y and 2p states are included in the calculation, the 2-photon

rate is within 50% of the actual value using the length gauge,
while the velocity gauge gives zero, due to the degeneracy
between the & and 2 states. Thus, for levels with small
energy differences, the length gauge will be much more ac-
curate and is the clear choice.
In this section, | will consider just the case of degenerate
le upper levels §=0). Under this condition, if the amplitudes
of the populations of the three levels arg c,, andc,, then
they satisfy the following equations:

iCy=—E1C1+Q45Cy,

iCo=0 1€+ 05:C3,

-E
Il) 1 Y iC3=peCy. 2

This set of equations can be solved for tiihoton Rabi
sfrequency out of level 1 in the following way. First, let

FIG. 1. The 3-level system showing the energies of the level
and the couplings between them.

—E; Qgit) 0 C+:C2+C3,
HO=[ Q) 0 Q0] (1) V2
0 Qoq(t) o e
o 27 Cs 3)
where —E; is the energy of level 1E,;>0), § is the split- V2

ting of the upper states, arfd;;(t) =R;;F,f(t)sin(wt). Ry,

andR,; are the dipole matrix elements between levels 1 andVith this, Eq.(2) becomes

2 and levels 2 and 3, respectivelly,, is the peak field

strength,f(t) is a normalized pulse envelope, andis the _ Oy,
laser frequency. All quantities are in atomic units throughout ic,=—E;cq+—=c,+
this article. Since levels 2 and 3 are interchangeable, it does \/E

not matter which is coupled to level 1. For the purposes here,

912

Z

we are interested in the regime wheRy:>R,, and E; . Qp

> w, although this is not a requirement of the derivation. iC,=—=C1+QyC,,
Before solving the 3-level system, it is worth making a V2

comment on the choice of gauge for the interaction. Equation

(1) explicitly uses the length form of the interaction. For Q45

numerical calculations on a grid, as will be presented in the ic_= C1— Oy (4)
following section, the results should be independent of the V2

choice of the gauge, as long as the grid is large enough and

fine enough. | have performed some checks comparing th&he rapidly varying phase of each amplitude can be removed
length formFx to the momentum fornA\p, whereA is the  With the following transformation:

vector potential. Indeed, the results agree quite satisfactorily,

demonstrating the independence on the gauge. Thus, the c,=d,e’F1,
guestion of gauge only arises in an approximate model of the
physical situation, such as the 3-level reduction analyzed c.=d,e 140,

here. The problem is that in the momentum form, the inter-
action between the upper states in this 3-level model is iden-
tically zero, because the states are assumed to be degenerate,
and we have the relationship tha;= (im/#)(E,— E3)Ros o N
=0 for E3=E, [10], where p,; is the momentum matrix where ¢(t)=f{0023(t’)dt’ and the initial conditions are
element between states 2 and 3. Thus, the interaction bepecified atty. The equations for the slowly varying enve-
tween degenerate levels is extremely sensitive to the choidepes are

c_=d_e'¢0, (5)
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—iEjt .
idl=%(ﬂlze‘¢d++ﬂlzei¢d), id2=RyoFoBndy,
id3=0, (12)
id+=ei/E§1thze‘¢dl, and, for an even value of,
idllezFand—,
) elEat . .
id_=—=0,"'"d;. (6) id,=0,

V2

Thus far, the manipulation of the equations has been ex-
act. At this pOint, the multiphoton nature of the interaction Since the Rabi frequency is S|mp|y twice the magnitude of

enters through the term@;.,e”'?. Consider a square pulse the coupling between the levels, thehoton Rabi frequency
f(t) =1 with field strengthF,. Then(;,=R;Fsin(wt) and g given by
¢ (t) =z cost), wherez=(R,gF ,/w). The terme™z cose)

has the well-known expansidi1],

idgz Rleandl. (13)

R Ry5F
QES—Ieuel)(FO):znw(R_i:)Jn(%)_ (14)

[

etizeosl=7,(2)+2> (+i)J(z)cogknt), (7)
k=1 B. Discussion of the 2-level model
If the coupling between the upper levels in Fig. 1 is re-
moved (2,3=0) this system reduces to the standard 2-level
model, which has been extensively stud[&i12]. The full
solution to this system is rather complex, although a simple

whereJ,(z) is the Bessel function of order. We are inter-
ested in a multiphoton resonance, whate~E,. Using the
recursion relationship between the Bessel functions,

2y approximate expression for thephoton Rabi frequency is
7JV(Z):JV71(Z)+JV+1(Z), (8)  given in Ref.[3]:
2w [ eRF,\"
we can find the *ne components in the term Qfﬁ"e’)e')(po):_w( 12 °> , (15)
Sin(wt)e:izcos@t): T 2nw
A,=(+1)"B,(enot— g~ inot), ) wheree=2.7183. Besides the Rabi frequency, H&f. also

gives the ac Stark shift in the 2-level system:

whereB,=[—(i)"n/z]J,(2). Returning to Eq(6), and only _0n2
keeping terms witmw—E;=0, we have A=05E,. (16

The main difficulty with the 2-level system is that both
the Rabi frequency and the ac Stark shift depend on the same
coupling,{)45. Increasing the coupling to enhance the mul-
tiphoton transition rate also increases the Stark shift making
it difficult to maintain the multiphoton resonance.

. 1
id;=—=RF[Bnd,+(—1)"Byd_],

V2

. 1
id :T R12FoBrds,
2 C. Fourier expansion of Floquet states

1 Perhaps the most important distinction between the
id_=——=(—1)"RyF,B,d;. (100  2-level and 3-level models is that in the latter case, the mul-
V2 tiphoton coupling is generated Y, [see Eq.(14)] while

the coupling with the ground state, and hence the ac Stark

Finally, with one more transformation, shift of the ground states depends@g,. Because of this, it
is possible to have a strong multiphoton coupling with a
d,+d- small Stark shift ifR,5>R;,. As mentioned above, this is
dy= 2 not possible in the 2-level system as the two effects depend

on the same coupling.
The consequence of these differences can be demon-

d3:d+_d* , (11) strated through some simple numerical examples. First, con-
J2 sider the 2-level system, which is defined by letting
E,;=1.0, Rp,=1, Ry=0, w=0.1, F,=0.3, and f(t)
we have, for an odd value of, =exp(—t%/7?), wherer=937.5. If we letc,=1 and integrate
_ through the pulse, we obtain the amplitudgsandc, as a
idi=Rqy,FoBydy, function of time. The Fourier transforms of these amplitudes
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FIG. 2. The Fourier spectra of the driven population amplitudes |1> 2 .

in the (a) 2-level and(b) 3-level systems.

reveal the frequency content of the amplitudes and are shown FIG. 3. Couplings in the 3-level system showing the Floquet
in Fig. 2(a). First, it can be seen that there are frequencyladder of states produced by the upper states along with the
components roughly at each multiple of the photon fre-1-photon transition to the ground state.
guency. These peaks are responsible for the multiphoton
transitions. However, each peak is considerably broaden
and shifted frormw. This results from the substantial time-
dependent ac Stark shift.

In contrast, the upper levels of the 3-level system can b ;
analyzed by lettindR1,=0.2 andR,3=1, while keeping the square and Gaussian. .
other parameters the same. Here, the main coupling is now First, consider a square pulse of duration For the
between levels 2 and 3, although a weak coupling is mainé-€vel systemE;=1.0, Ry;=1.0, Ry=0, andT=500. For
tained between 1 and 2. Again we les=1, integrate each vall_.le oh, the photon order, Eq2) was integrated to
through the pulse and take the Fourier transforms of the anfind the field strengthi, and frequency» that produced ar
plitudesc,(t) andcs(t), shown in Fig. 2b). Now the spec- pulse. The results are shown in Fig. 4. The results for the
trum consists of sharp peaks centered almost exactiyoat 3-level system are obtained in the same way, except that
despite the fact that there is still a coupling to the groundR23s=5. In the next section, it will be shown that this is a
state. There is a small shift of the peaks due to the couplinghysically reasonable ratio betwe&3, and R,3. Note that
of the ground state, although it is much less than the shift in
the 2-level system. Furthermore, the modulation extends to

e§j[rength required for complete population transfer using a
multiphoton transition with and without the coupling be-
dween the upper two levels for two different pulse shapes,

higher order =13 as compared t0=9). Thus, the degen- 10| —®—3-level Square
erate upper levels of the 3-level system efficiently modulate ™ || —®=—3-level Gaussian O/‘:>
the field, creating high-frequency components without the {| —#—3-level Analytic

—_ == 2-level Square

detrimental Stark shifting of the levels. 5 08| —o—2.1evel Gaussian

These Fourier components essentially represent Floque< —A—2-level Analytic
states. In the 3-level system, the driven upper states create 2
ladder of Floquet states that are locked to the energy of theZ: 06
upper states. This is because the modulation of the uppes
states is linear in the field and, thus, has a time average oS
zero[4]. This is shown schematically in Fig. 3. To produce a g 041
transition from the ground state to the upper states, thereg
only needs to be a weak 1-photon coupling from the groundg
state to the lowest rung on the Floquet ladder. Although thisi
1-photon coupling will produce a Stark shift, the shift will be
much smaller than in the 2-level system.

0.2 4

0.0 1 T d T v T d T d T v T

D. Comparison of the 2-level and 3-level models Photon order, n

To quantitatively demonstrate the advantages of the FIG. 4. Field strengtlir, required for arr pulse as a function of
3-level system, | calculated the photon frequency and fielgphoton ordem under a variety of conditions.
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the 3-level system will support even order transitions, as one 2!

upper level has even parity while the other has odd. Thus, ,4]| ——3-level square o
results are given for every value of whereas the 2-level _ o] I;}gz} z‘ﬁﬁ:ﬁ“
system only allpws' odd order transitions. . 5 1| —o—21evel square
Also shown in Fig. 4 are the results for a Gaussian pulSey, 18| aom=2-level Gaussian
shape. In order to compare the field strengths for the twog’ |, ]| —#&—2-level analytic - square o
different pulse shapes, it is important to conserve the “pulse ]| =—%=—2-level analytic - Gaussian
area.” For a single-photon interaction, the pulse area is de-$ ‘-6j
fined as 154

P1= flﬂlf(t)dt, (17)

Field-induced transition
s

where ), =RF, is the 1-photon Rabi frequency. Clearly,
for a square pulse of duratiod, the pulse area is
simply P;(squarg=Q,T. For a Gaussian pulsef(t)
=exp(-t¥7?), the pulse area i®;(Gaussian=Q,7/m. 0 2 * Photonorder. 1 10 12
For a multiphoton interaction of order, the Rabi frequency ’

scales as the interaction to thén power,Q),=(RF,)", and FIG. 5. Field-induced transition energy for the data in Fig. 4.
so then-photon pulse area becomes

" frequency needed to producemapulse of a given orden.
P“:J Q,f(t)"dt. (18 Since the field-free transition energy in these examples is
— 1.0, the ac Stark shifd is now A=nw—1.0. The field-
) ) induced transition energies are shown in Fig. 5. The analytic
For a square puls&,(squarg =Q,T, while fora Gaussian oqts in all cases are simply given by the field-free transi-
pulse, P(Gaussiad=0Q,7@/n. Thus, to compare a on energy plus the ac Stark shift from E4.6).
square pulse to a Gaussian pulse, all that is required is t0 ag can be seen in Fig. 5, there is a dramatic difference in
choser=Jn/7T, as was done for Fig. 4. Finally, the ana- the ac Stark shifts between the 2- and 3-level systems. Again,
lytic solutions are obtained for the square pulse shape bihis is because the multiphoton coupling in the 2-level sys-
finding the field strengthir, such thatQ),(F,)T=m, where  tem is also responsible for the ac Stark shift, while in the
Q, is given by Eq.(15) for the 2-level system and ELl4)  3-level system the multiphoton coupling and the ac Stark
for the 3-level system. shift are distinct. As a result, in the 2-level system driven by
The data in Fig. 4 clearly show the large differences beq pulsed external field, the levels will rapidly shift in and out
tween the 2- and 3-level systems. First, the 2-level systemaf resonance during the pulse, making the excitation less
requires much higher field strengths to driverulse. This  efficient. Thus, a higher field strength is required for the
is not just a consequence of the stronger coupling in th€saussian pulse to overcome the short time that the field is in
3-level system(where Ry;=5R;y), as forn>5, the field resonance, as seen in Fig. 4. The higher field strength, in
strength is more than a factor of 5 larger for the 2-levelwyrn, leads to a higher ac Stark shift, as seen in Fig. 5. In the
system compared to the 3-level system. Rather, the nonline&t|evel system all of these problems are minimized, because
modulation created by the coupling between levels 2 and 3 ithe Stark shift is so small in the first place. Square and
more efficient than that of levels 1 and 2. Moreover, as aGaussian pulses drive the transition equally well and the re-
function of n, the 2-level field strength is steady rising, sulting Stark shifts are the same. The discrepancies in the
while, for the 3-level system, the field appears to be saturatanalytic and calculated ac Stark shifts for the 2-level system
ing. Thus, the advantage of the 3-level system increases Wity Fig. 5 simply indicate that Eq16) is no longer valid, as
higher order. Second, the analytic results are much better fahjs expression is only the lowest-order term.
the 3-level system than for the 2-level. The 2-level system On the one hand, although it is always possible to find
cannot be solved exactly and a number of approximations argonditions in the 2-level system producingmapulse, the
required to arrive at Eq15). In contrast, Eq(14) is exact  results are somewhat artificial: at these high field strengths,
for the contribution of then-photon transition and agrees jonization will certainly set in. On the other hand, the results
very well with the numerical calculations. for the 3-level system do open up the possibility of high-
Another difference between the 2- and 3-level systems igrder « pulses, as the problem of the ac Stark shift has been
seen by comparing the results from the square and Gaussigrgely removed. All of these observations of the 2-level sys-

pulse shapes. In the 2-level system, a significantly highefem are in agreement with the discussion in R&f.
field strength is required for the Gaussian pulse as compared

to the square pulse. This results from the large ac Stark shifts
in the 2-level system.

To recover the ac Stark shift from the numerical calcula- Although the above discussion demonstrates the potential
tions, | actually consider the total transition energy in theof the 3-level system to provide strong multiphoton excita-
laser field, which is simply equal tow, where ® is the tion, only the case of degenerate upper states has been con-

E. The nondegenerate 3-level model
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sidered. In any physical system, no two states are perfectly 1.0
degenerate, and, thus, the next question is how degenera 0.8 - d=2w
must the upper states be to provide strong multiphoton cou:
pling with minimal ac Stark shifts?

To proceed, it is necessary to find the Floquet energies o o>5
two nearly degenerate levels in an ac field. The results nee(§
to be exact as a function of field strength, although they can%

be perturbative in the splitting. o
Consider the Hamiltonian for just the two upper states §-
from Eq. (1): =
(A
H(t)= 1
O=g,. & (19

Here, we take&),3=Ry3F, cost), as it simplifies the deri-
vation. Using the earlier notation for the upper levels of the
3-level system, amplitudes,(t) andcs(t) satisfy

0 5 10 15
) Scaled coupling strength, (2R F /®)
iC;=pCs, .

FIG. 6. The calculated Floquet eigenvalu€s)(for two levels
L in an external field with frequency as a function of coupling
1C5= 0ot 3Cs. (20 strength along with the analytic expressien from Eq. (31). (a)

The Floquet energies are defined by the eigenvalues of th&~0-01#=0.05 and(b) §=0.10=0.05.

time-development operator evolving the system through ex-
actly one periodT=2#/w, of the driving field[13]. Thus,
we need to findc,(T) andcs(T) for the two sets of initial
conditions:c,(0)=1, c3(0)=0 andc,(0)=0, c3(0)=1.

We proceed by making the same change of variable as in 1) Y
Eq. (3), giving idY=—(8/2)[e ??c,(0)—c_(0)].

Making the same transformation as in E§) yields

id=+(8/2)[c,(0)—e?¢c_(0)],

(26)
1C4 =0+ 8(Cy —C)/2, We are really interested in jusf?(T) andd®)(T), so

ic_=—35(c,—c_)2—Qc_. (22) T o
d(T)=—i(8/2) f [c,(0)—e?*Mc_(0)]dt,
To obtain a perturbative result, let 0

—cO o)y .. . T Lt
R d(_l)(T)=+|(5/2)f [e~21()c (0)—c_(0)]dt’. (27)
0
c.=cO+c®4. .., (22
Using an expression similar to E(/), we have
The zeroth order solution corresponds to neglecting the

terms withé in Eq. (21): JTeﬂid’(t')dt’=J0(2R23F0/w)T (28)
0

(0)— a—ie(t)
C+ =e C+(0)1

. because all of the higher-order terms in the expansion of
cO=¢gl¢c_(0), (23)  e*@¢( integrate to O over one cycle of the field. Thus,

where ¢(t) = 50,30t = (RogF o /w)sin(wt). Becaused(T) d{(T)=~i(8T/2)[c, (0) ~Jo(2RpaFo/w)c_(0)],
= ¢(0), wehave
dN(T)=+i(8T/2)[Io(2Rp5F o/ w)C(0)—c_(0)]. (29)
cP(M)=c{(0),
Transforming back t@, andc; gives
cO(T)=c0). (24) ,
2AT)={1=-i(8T/2)[1—I(2RagF o/ w)]}C(0),
The first-order terms satisfy the following equations:
0 " o 0 C3(T)={1—i(8T/2)(1+Jp(2Ry3F o/ w)]}c3(0). (30)
(1) 1 0 0
1637= Qoo+ (32 (€37~ =), Now, by inspection, we can see that the two eigenvalues are

ic®=—(8/2)(c{?— @) — Qe (25 N = (812)[ 1% Jo(2RoaF o/ @)]. (31)
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FIG. 7. Transition energnw (O) and field strength4) for a FIG. 8. Transition energnw (O) and field strength4) for a

7 pulse as a function of splitting between the upper states for a 7 pulse as a function of splitting between the upper states for a
5-photon process. Also included is the analytic result for the tran-12-photon process. Also included is the analytic result for the tran-
sition energy(- - -). E;=1.0, R;,=1.0, Ry3=5.0, andT=500  sition energy(- - -). E;=1.0, R;=1.0, Ry;3=5.0, andT=500
(square pulse shape (square pulse shape

Figure 6 shows a comparison between the exact Floquetection. As before, the matrix elements &e,=1.0 and
calculations based on numerically integrating E20) and  R,3=5.0, and a square pulse with a durationTof 500 is
the analytic result, Eq.31). For §<w [Fig. 6(@)], the agree- used.E;=1.0 and the energy of level 2 is zero, as before, but
ment is excellent. However, even for valuesdagreater than  now, level 3 is placed at a positive value &f The transition
o, EQq.(31) works surprisingly wel[Fig. 6b)]. The greatest energyE+ is defined as before.
discrepancy occurs at low coupling strength but the analytic Figure 7 shows results for a 5-photon transition. Because
results converge to the exact values, as the coupling strengthis is an odd number of photons the transition will be be-
is increased. tween levels 1 and 2. Over a large rangeSpE is linear in

These results show that the energies of levels 2 and 3 wilb. The slope of 0.66 is very close to the maximum value of
change as a function of the field strength and this is potend.7 discussed above. The analytical result from Ef)
tially a problem for the 3-level system, just as the ac Starkagrees well with the data, especially for small splitting. Most
shift of the ground state is a problem for the 2-level systemimportantly, the required field strength is essentially indepen-
Two regimes need to be considered. For relatively large valeent of 5. Figure 8 shows similar results for a 12-photon
ues ofw, the scaled coupling strengi+ 2R.3F,/w is not  transition. All other parameters are the same as in Fig. 7. In
so large and is on the order of 4 for the examplenef5 in  this case, the scaled coupling strength is on the order of
Fig. 4. In this case, the Floquet energy is not changing rap=18 where the transition energy would be expected to fol-
idly at the strongest part of the pulse, and will simply shift in low 0.58, and this is indeed close to what is seen. Again, the
energy by about 04. This contrasts with the normal ac analytic result agrees fairly well with the calculations. Inter-
Stark shift, which always changes rapidly as a function of theestingly, the agreement between the analytic values and the
field strength. For small values of (or a high-order multi-  calculations persists significantly into the region where
photon resonangéhe scaled coupling z will be much larger, >, as might be expected from the results in Fig. 6. At field
on the order of 14 fom=12 in Fig. 4. In this case, the strengths where significant multiphoton excitation takes
Floquet energy is constantly changing as a function of fieldplace, it turns out that Eq31) is valid even when the split-
strength, but it oscillates aroun#l2 and the total excursion ting is greater than the laser frequency. However, it should be
is roughly &/4. There is already an ac Stark shift of the noted that these calculations were based on the conditions for
ground state given by E@16); so as long as the shift of the completely depopulating the ground state. Whizaw, the
Floquet energy is on this order, it should not affect the interpopulation will end up in a mixture of the upper states.
action significantly, i.e., for

5<4szlE1. 32) F. Conclusions
In this section, | have presented a 3-level system that has

In fact, for an even-order transition, the down shift of level 3a very strong multiphoton coupling between a far off-
could be used to compensate the ac Stark shift of the groungsonant ground state and a pair of strongly coupled upper
state. states. The strong coupling of the upper states effectively

To investigate the effects of the splitting on the conditionsmodulates the field to make multiphoton transitions with the
necessary for creating pulses, Figs. 7 and 8 show the re- ground state possible. Essentially, this creates a ladder of the
sults of numerical calculations similar to those in the lastFloquet states. The ground state needs only couple to the

043401-7



GEORGE N. GIBSON PHYSICAL REVIEW A7, 043401 (2003

closest Floquet state in a 1-photon transition that only reecule can easily be ionized up tgN' by a short pulse laser.
quires a weak coupling. As a result, the ac Stark shift of therhis molecular ion will then immediately dissociate into
ground state is extremely small. Moreover, the requiremeni?* + N2, This charge-symmetric dissociati6BSD) is the
that the upper states be nearly degenerate is actually not vegyound-state channel. However, it has also been observed
stringent. Splittings up to twice the photon energy have littlethat the original molecular ion can dissociate inté¢™N
impact on the field strength needed for the multiphoton tran-+N*, the charge-asymmetric dissociati®@AD) channel.
sition. Although the upper levels shift in energy, they shift in The potential energy curves corresponding to the CAD chan-
a predictable way that can be taken into account. Neverthael lie significantly higher in energy~18 eV) than the
less, this 3-level system provides a robust way to drive veryurves leading to CSD. This means that the originat™N
high order multiphoton transitions to the point where  molecule must be in a highly excited state for it to be able to
pulses appear to be attainable. access the CAD channgl5s].

What remains to be shown is that these results apply in The process that populates the excited states leading to
conditions where ionization is present. This can be done by AD must be quite general and robust, as CAD is seen in at
considering a fu.II quantum mec_hanical system with energyeast N, O,, and b. In iodine, the efficiency of the excita-
levels and couplings corresponding to the 3-level system, buton (defined by the ratio of the CAD channel to the sum of
that also contains ionization. This is done in the followingthe CAD and CSD channélss in the range of 10—30 % for

section. ultrashort -30 fs) laser pulse$9]. Moreover, CAD has
been observed up to,’f"—17"+I5" [9]. Thus, evenly

lil. MODEL MOLECULAR SYSTEM: ~ A,** charged homonuclear diatomic molecules must have a ge-

A. Motivation neric structure that make them quite susceptible to strong

field excitation. In the following section, | will show what is

Although the 3-level system analyzed in Sec. Il clearlyunique about the structure of these molecules.
shows that high-order multiphoton processes can be driven

muqh more efficiently than in the. 2-level system, it is not B. lonic states and molecular orbitals
obvious that the 3-level system will work well in a real set- ]
ting. Real systems, of course, have other levels present, The simplest model of an evenly charged homonuclear
which can interact with the levels of the 3-level structure.d'atom'c molecule consists of two electrons in a double-well
These interactions can lead to large ac Stark shifts that wefgotential with an internuclear separatibnTo get a sense of
not accounted for in the analysis of the 3-level system. Alsothe energy level structure, lgt) and| 8) be the ground-state
the extra levels can divert population from the target level l-€lectron wave functions in the left and right wells, respec-
Although these extra levels need to be considered, ionizatiofvely. From these orbitals, we can form the symmetsio-
is probably the more serious problem. In the original discus8lét covalent ground state:
sion of 2-level systems, it was the fact that ionization will
compete with excitation that ultimately led to the conclusion P9 :|a>|ﬁ>+ 1B)]a) 33)
H i+t i P round .

that multiphoton excitation will never be effectiya]. ¢ J2

Before considering possible effects that can interfere with
the 3-level system, we must first find a real system with the There will also be two symmetric excited states with ionic
3-level structure embedded in it. As mentioned above, thergharacter:
has been little evidence for the direct multiphoton population

transfer to excited states in atoms. Multiphoton resonances - _la)a)y+(B)B)

play an important role in understanding the photoelectron ionic™ V2 '

spectrum created by strong field ionization—the so-called

“Freeman resonancel14]. Here, the Rydberg states of an )| @)= 8)]B)

atom are shifted in energy by the ponderomotive potential, P = (34)
which is proportional to the laser intensity. As the states are \/E

shifted during the pulse, they will pass through multiphoton .

resonances with the ground state. At these points, the ionizd-N€ 9 andu superscripts refer to gerade and ungerade sym-
tion rate increases significantly leading to a characteristi€"etry, respectively. There is no antisymmetrtiplet)
Rydberg-type structure in the electron spectrum. This type Of:_qualent to 'ghes_e ionic states, so | will only consider the
multiphoton excitation illustrates the problems with a 2-levelSinglet states in this model. _
interaction: the amount of excitation per level is very small, Oftén, these states are written in the following form,
and the population is easily ionized. Thus, atoms do not appased on the molecular orbitalsgd= (|a)+[8))/\2 and
pear to be promising candidates for efficient multiphoton exdoy= (|a)—|8))/+2 [5]:

citation. g
Unlike atoms, diatomic molecules have consistently Vrouna= (@) +18)) (|a) +(8)) 12,
shown evidence for reasonably strong multiphoton excitation g
in one specific instance: the simple observation of the charge Ve nic=(a)—[B)(la)—=18))/2,
asymmetric dissociation of diatomic molecules ionized by "
strong laser field§6,8,9,15. For example, the nitrogen mol- Vionic=(la)+[8))(|a)—|B))/2. (35
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However, there is a strong configuration interaction between
the W3, ,,nq and W, ;. states in Eq(35) and they do not
have the correct asymptotic form for lar§e Whether Egs.
(33) and (34) or Eq. (35 are the correct basis depends on
both the charge state of the molecule and the internuclea
separation. For high charge states and lddg¢he former is
more accurate, while for a neutral molecule at its equilibrium
separation, the latter is better. In the following section, | will
be considering the case of a four-times ionized molecule
where the former description applies.

As we will see in the following numerical calculations, —
i . and W . are nearly degenerate and have a dipole§
coupling that approachds, asD gets large, while the cou-
pling betweenW§ ,,,q and W5, is relatively weak. Fur-
thermore, there is a large energy gap betWé%gound and
the ionic pair. Thus, these three states have energy levels ard
dipole couplings corresponding to the 3-level system ana-
lyzed above. Moreover, this structure also corresponds to the
experimental observations discussed above: the covaler
ground state will dissociate into the charge-symmetric frag-
ments, while the ionic states will dissociate into the charge-
asymmetric fragments. The importance of the pair of ionic
states in strong field dynamics has recently been discussed i
Refs.[16,17].

C. 1D molecular model

The molecular system discussed in the preceding section
can be modeled by a 1D Hamiltonian consisting of a spatial
term Hg and a momentum terril , :H(t) =Hg(t) + H(t),
whereH ,(py,p,,t) = p3/2+ p3/2 and

PHYSICAL REVIEW A7, 043401 (2003
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FIG. 9. Potential energy curves for the model molecije(Z
=1), including the internuclear repulsioA?/D.

—-Z —-Z

HS(Xl!XZIt)

T Jxi-d)2+al ! V(x;+d)?+a?

+ 2 + 2
Vixo—d)?+a?  (xp+d)*+a?
+;+(xl+x2)F(t). (36)

V(X1 —Xp)*+a*

D=2d is the internuclear separatiof,(t) is the electric
field strengtha is a smoothing parametet,is the charge on
each atom, and,,x, (p1,p,) are the positiongmomenta

of the electrons. This 1D “soft Coulomb” potential has been

Fourier transform, where the momentum Hamiltonian
exp(—iHpAt) is applied. Finally, the wave function is trans-
formed back to real space. As mentioned in the preceding
section, several checks were performed to determine the ef-
fect of the choice of the interactioRx vs Ap, on the results.
In all cases, the final populations differed by less than 1%.

Before each calculation the wave functions of the lowest
five states are found by assigning random numbers to the
grid and integrating the system in imaginary time. In this
way, all states decay exponentially with a time constant equal
to the energy of the state. However, the wave function is
renormalized on each time step. Since the ground state will
have the longest decay time, the initial wave function will
evolve into the ground state.

The excited states are found by the same way, except that

widely used to study strong field interactions with both before renormalizing the wave function on each step, the

2-electron atomgl8] and molecule§l6]. All wave functions

ground state and all previously found excited states are pro-

are stored on a 135135 spatial grid with a step size of 0.15. jected out. In this way, the lowest energy state that has not
An absorbing boundary is placed around the edge of the griélready been found will be produced. During the projection
to account for ionization. Although this is a rather small area@and renormalization, the symmetry of the wave function is
we are only interested in the bound part of the wave functior@lso imposed. As discussed above, symmetric wave functions
and not the dynamics of the ionized electrons. Severaire used throughout.

checks were performed with a larger grid and/or smaller step Figure 9 shows the five lowest energy levels of this

size and no significant differences were found.

Hamiltonian as a function of internuclear separat@rfor

To propagate the wave function through one time step, th&=1 anda=0.742, which roughly corresponds tg,Nvhile
spatial part of the Hamiltonian is first applied as Fig. 10 shows the results fa@=3, corresponding to )™ .

exp(—iHAt), where At=0.1. The wave function is then

In Fig. 9, as is well known, the ionic curves cross the

transformed into momentum space through a fast complerxcited state covalent curves, leading to strong mixing. As a
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-3 FIG. 11. Dipole coupling between the ground and ungerade
ionic states Ry,) and between the ionic stateR£) in the model
moIecuIeA24+ , as well as the splitting of the ionic states.

D. Numerical results for population transfer
6 The A24+ model molecule is a complicated system. My
LA DL DL A DA DL DA DA R A B A

0 1 2 3 4 5 6 7 8 9 ' 10 intention is not to fully analyze all of its possible responses
to a strong laser field, but simply to show thatpulses can

be driven to either of the ionic states without ionization. To
make a comparison between the analytic results for the
3-level system and the molecular model, let us consider, for
example, a 12-photon transition between the ground state
and the ionic gerade staffevels 1 and Bat an internuclear
result, at any value db, it is hard to classify the states based separation ofD=3.5. At this point, the energies of the
on ionic or covalent character. In the highly ionized mol-first three levels in the model are-5.0038, —4.3353,
ecule, the situation is rather different. The excited covalent-4.3186. In the 3-level notation, this givés =0.6685 and
curves lie above the ionic ones, and the states retain theit=0.0167. For a 12-photon resonance, the laser frequency is
character. In the following, we will restrict our attention to @=(E1+0)/12=0.0571. The coupling strengths af,

the highly ionized molecule. =0.503 andR;3=3.033.

As can be seen in Fig. 10, there is a large energy ga In the_calcul_atipns a_Gaussian pulse with a full v_vidth_at
between the ground and first excited states. Moreover, thBalf maximum in intensity of 244 a.u. was used. With this,
first excited states are actually a pair of nearly degenerat?€ ¢an use Eq(14) to find the field strength required fora
states with opposite parity and hence are strongly couple@V!S€, Which gives=,=0.2095. At this field strength the ac
The gerade ionic state actually lies slightly higher in energyStark Sh'ft_ of the ground state 1S, f_rom E46), _0.'0162' .
than the ungerade state, probably due to the configuratio-tq.h? coupling of Ievels_ 2 and 3 is in the strong field limit,
interaction with the gerade ground state. Thus, the correspo lving a downward shift of level 3 approximately equal to

. 5/2=0.00835. These shifts partially cancel, leading to a
dence between these states and the levels in the 3-level S¥Id-induced transition ener B=0.6931 andw—0.0578
tem are the following: level & ground state, level 2 9" .

o d d level3ioni d for a 12-photon resonance. It is important to note that, if the
lonic ungerade state, and leversionic gerade state. same coupling strength were present between levels 1 and 2
With the wave functions determined, we can also plot the,g peween levels 2 and 3, the ac Stark shift of the ground

dipole coupling between the states as a functiob,ais well  giate would be-0.6069. Thus, the small shifts from the ac
as the splitting of the ionic state$ig. 11. The latter is  stark shift and splitting between the upper states are much
important for making the connection to the 3-level systemgmajler than the ac Stark shift that would have been present
As can be seen in Fig. 1R,3 asymptotically approachds.  in a similar 2-level system. Figure 12 shows the results of the
Also, for D>2, Ry, drops exponentially, and so the limit calculation for these parameters at a field strengthF of
R,5> R, is quickly reached for increasifg. The splittingd ~ =0.21. The populations of the three lowest levels are plotted
drops to zero even faster. Thus, for the value®ef3, this  as a function of laser frequency,

molecular system has all the important characteristics of the Several important features are seen in Fig. 12. First, very
3-level system. efficient population transfer can be produced on a 12-photon

Internuclear Separation, D [a.u.]

FIG. 10. Potential energy curves for the model moleothgé+
(Z=3), including the internuclear repulsioB?/D.
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FIG. 12. Final population of the three lowest states\¢t*, as FIG. 14. Final population of the three lowest statesigf* as
well as the ionized fraction as a function of laser frequeacyfor ~ Well as the ionized fraction as a function of laser frequeagyfor
a pulse duration of 244 a.uD=3.5. Also marked are the predicted a pulse duration of 244 a.uQ=3.5.
field-free(FF) and field-inducedFI) transition frequencies for both

then=11 andn=12 resonances. Another scenario involves holding the field strength and

laser frequency constant and varying the internuclear separa-

resonance in a real quantum mechanical svstem. Over 90(?)& The reason for this is that in a real experiment, the laser
q y ' l"equency is more easily held constant, while the molecule

of the population can be driven into the excited state withdi
almost no ionization. The field strength predicted from Eq
(14) turns out to be very accurate. The exact position of th
resonance turns out to be slightly different than the predicte
value, although it is almost exactly equal to the field-freeI
value. Thus, both ionization and the influence of other Stateigain a near complete inversion is obtained with little ion-
are very small in this molecular model. The= 11 multipho- izatior;
ton transition to the ungerade ionic state also appears in Fig. ’
12. Similar conclusions hold for this transition: over 90%

ssociates. Thus, the molecule automatically scans the inter-
‘nuclear separation and will find a multiphoton resonance at
ome point. This is shown in Fig. 13. The maximum excita-
on occurs aD = 3.5, right at the point where the field-free
evels come into a 12-photon resonance with the laser field.

|4> :

population transfer occurs, while the ground state is com- Q
pletely depopulated with little ionization. 34 i
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FIG. 13. Final population of the three lowest statespgt ™ as FIG. 15. Energy levels in a more complex system showing that
well as ionization as a function of internuclear separation for athe Floquet ladder could connect the ground state to very highly
pulse duration of 244 a.ug=0.0570. excited states througQ .

Internuclear Separation, D [a.u.]
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At higher field strengths, ther pulse is overdriven and plain the observation that the fragment ions following
other effects come into play, as seen in Fig. 14. At this pointcharge-asymmetric dissociation can themselves be in an ex-
ionization starts to become more prominent and the finatited statq19].
population in level 3 is significantly lower. Also, at a fre-
quency ofw=0.56, for example, 4% of the population is IV. CONCLUSIONS
unaccounted for by the three lowest levels and ionization.

Thus, some population is getting into more highly excited In conclusion, | have presented a 3-level system that al-
states. Thus, although we can see the effects of ionizatiolows for strong multiphoton excitation of high-lying states.

and other levels in the system, these effects are quite smalhis level structure occurs naturally in even-charged di-
and the interaction is dominated by the 3-level structure ahtomic molecules and can explain why evidence for excita-
the intensities wherer pulses can be driven. tion by strong laser fields has been so conspicuous in mol-

A real system, such as A" will be yet more complex ecules while almost completely absent in atoms. The pair of
than the 2-electron calculations. Here again, the reduced fieldearly degenerate strongly coupled levels acts as a very ef-
strength and the ac Stark shift is highly advantageous. Extréicient modulator without producing detrimental Stark shifts.
neous states are less likely to couple to the ground state, @sdd-charged molecules, such a§3N, also have pairs of

they will generally be nonresonant and will produce less of astrongly coupled states and may also provide a suitable sys-
Stark shift of the upper states. However, additional states dgsm for this kind of multiphoton excitation.

raise a different possibility—the strongly coupled pair of lev-

els can be the lower levels of a 3-level system as well. Once

thg molecgle has been excited from the ground state to_the ACKNOWLEDGMENTS

pair of excited states, as the molecule continues to dissociate,

this pair may come into resonance with an even higher state, | would like to acknowledge useful conversations with G.
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