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Time evolution and use of multiple times in theN-body problem
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Under certain conditions it is possible to describe time evolution using different times for different particles.
Use of multiple times is optional in the independent particle approximation, where interparticle interactions are
removed, and th&l-particle evolution operator factors intd single-particle evolution operators. In this limit
one may use either a single time, with a single energy-time Fourier transforh,different times with a
different energy-time transform for each particle. The use of different times for different particles is fully
justified when coherence between single-particle amplitudes is lost, e.g., if relatively strong randomly fluctu-
ating residual fields influence each particle independently. However, when spatial correlation is present the use
of multiple times is not feasible, even when the evolution of the particles is uncorrelated in time. Some
calculations in simple atomic systems with and without spatial and temporal correlation between different
electrons are included.
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[. INTRODUCTION correlations. Examples are discussed where the use of mul-
tiple times is optional, where use of multiple times is fully
A single time is, in principle, appropriate for all particles justified, and finally where such use is not appropriate. We
in anyN-body system, no matter how complex the system. Inlso present some calculations with and without spatial and
practice, however, large systems are often approximatel{gmporal correlation.
treated as a collection of uncorrelated or weakly connected
subsystems. In such cases it is easier, and often sensible, to Il. THEORY
use N independent times for the independent subsystems,
rather than to use a single time. In this paper we discuss
conditions under which it is appropriate to use multiple imes ~ Consider a system dfl particles coupled to an external
in the quantunN-body problem. environment via som¥(t). Examples includé interacting
The basic condition required for use Nfdifferent times ~ particles in the presence of an external field, or a correlated
is that theN particles do not interact with one another. This N-electron atomic target interacting with an incident photon
limit is called the independent particle approximatidoRA) or a charged patrticle. The Hamiltonian for such a system is
[1-13. This spatially uncorrelated independent particle limit

A. Formulation

differs from the independent time approximatidiitA) H=Ho+V(1),

[14,15, in which the time evolution of different particles is N

decoupled._ He_re we differentiate between spatial and tempo- Ho= E Hoj+ 2 Ukj)_ (1)
ral correlation in quantum many-body systems and their ef- ] k=)

fect on the use of different times for different particles. . .

In many applications of conventional scattering theory,Here theN particles are interconnected by mutual two-body
the energy domain is uséd6,17. However, it is sensible to  interactionsv;; , which provide spatial correlation between
also study dynamic quantum systems in the conjugate timf€ particles. In an atomic target, for examplg,= 1/rj; is
domain, namely, to address how quantum particles are inteA" electron-electron Coulomb interaction. We generally as-
connected in time. In particular, problems that involve timesume thatV(t) may be written asv(t)=X=V;(t). In the
correlation are more naturally suited to the time domainindependent particle limit th&;(t) reduce to one-particle
Generally, such problems arise in applications ranging fron®perators which commute with one anot/&8].

sequential transitions in molecul¢48], to formation and The time-dependent wave function for this N-body sys-
decay of cohererii-body state$19], and to quantum com- tem is given by

uting [20].
puting 20] V(0= ULt ¥ (1), @

In this paper we briefly review the basic formulation of

correlation in space and time. The use of different times fofyhere the time dependence is carried by the evolution opera-
different particles is connected to the notion of interparticleyq, (16,17

U(t,tg) = Te—if{DV(t)dt
*Electronic address: mcguire@tulane.edu.

URL:http://www.phy.tulane.edu/ mcguire/ Z(=)" [t t

TPresent address: Physics Department, Old Dominion University, => nl f dty- - - f dty T V(tn) - - V(ta).
Norfolk, VA 23529-0116. w0 o
Electronic address: godunov@physics.odu.edu 3

1050-2947/2003/64)/0427016)/$20.00 67 042701-1 ©2003 The American Physical Society



J. H. McGUIRE AND A. L. GODUNOV PHYSICAL REVIEW A67, 042701 (2003

All time dependence of the system is carried by 1. Equivalence of single and multiple times for spatially
TV(t,) --V(t1). HereT is the Dyson time ordering operator uncorrelated particles

[17,21,23, which provides a constraint that connects the  ag 3 first example we consider the simplest case of IPA
V(t) in a pairwise fashion to enforce causality. SpeC|f|caIIy,[12’23_28_ In the uncorrelated, independent particle ap-
TV(t2)V(t) = V(1) V(ty) for t,—1,>0, TV(tx)V(t1)=0  proximation there are no interactions between the particles in

fort,—1;<0, andU(ty,t;) =0 fort,—t;<0. Time ordering  the system. This correspondsug— 0 or vy;<V,(t) in Eq.
interconnects the time evolution of different particlest] (1), so that

and thus provides correlation in time between different par-
ticles. N

In the independent particle approximati@ifA), the vy H0—>2 Hoj
interparticle interactions in Eq1) go to zero. Then the total i
Hamiltonian reduces to a sum of single-particle operators

and, using separation of variables, the total wave function N N
may be factored into a single product of single-particle terms H— 2 [Hoj+ V(=2 Hj(t). (6)
[13], : :
Since theH; terms now commute with one another at all
N times[including t, whereV(ty) is usually zerd,
-] . )

j N N
WwwwWWWHHWMFHUﬂW%m%

This independent particle approximati¢t—13 has been
used for over 30 years and is well established.

The ITA is more recenfl14,15. In Eq. (3) if there is no U(t,te)—TT Uj(t.to). (7)
time ordering between different particles, e §+T,,=1, )
then the interactionsy|(t), for different particles all com-
mute and may be put in any order, so that interactions fo
each particle may be grouped together. Applying this limit
with T—Tg,,=1 only between different electrons,

N

Here the uncorrelated particles evolve independently. Since
(If(t) is separable, each’;(t) may be evaluated using a
‘different timet; corresponding to

N N
N wmﬂg%mHHWﬁﬂ (8)
fim U(tte)= lim Te i, Vo
T=Ta T—Ta In each of they; the timet may be changed without influ-

N N encing any of the othey; . Thus, in the independent particle
=11 (TefiIEOVj(t)dt)j:H Uj(t,to). (5) limit the use of different times for different particles is al-
i i lowed, but not required.
We note that each individudr;(t) may be changed by an
) . ] . o arbitrary overall phasej;(t), which nevertheless leaves just
This defines the independent time approximation, where paigne overall phasei(t)==;5;(t), in the total wave function
ticles evolve independently in time. In this case time order-q,(t)_ In the trivial case of product of plane waves, for ex-
ing is retained only in single-particle time evolution. As ex- ample, the¥ (t)=e'Fi(t"%) may each be modified by ran-
plained below, this independent time approximation does nofom phase'?i)=eEili with a randont; . The basic idea is
necessarily require use of different times for different parnat whenever an amplitude is expresjsed as a simple product
ticles. of single-particle terms there is no phase coherence between
the individual terms in this product.
In the independent particle limit one may generally use
either a single Fourier transfornfig'E'f (t)dt, or N indepen-
In this section we give some examples concerning the usg@ent Fourier transformsjeiEjtjf(tj)dtj , Where f(t) is an
of multiple times. In the first example we consider the casearbitrary function. The single transform uses a single time,
of the independent particle approximation where multiplewhile the N independent transforms ug¢ different times,
times may be used, but where such use is optional. In thene for each of thé\ particles.
independent time approximation the use of multiple times is
restricted by the initial asymptotic wave function. Mandatory 2. Time and independent time evolution
use of multiple times is illustrated in the third case where
random fields irretrievably decouple time-dependent ampli-
tudes for different particles. In our last example we show N
how a _smgle_ time is rec_overed by turning on interparticle U(t,to)—>H Uj(t,to), )
interactions, i.e., correlation. j

B. Examples of multiple times

In ITA, spatial correlation may be present so that
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but ‘If(to)—HJ-N W;(tp) may or may not be zero. I¥(ty) where thed; are random. Since th#; are independently
:H]N W;(to), then one recovers the independent particle aprandom, the phases will evolve randomly for each particle.
proximation discussed above and independent times may beme correlation between different particles is now irrevers-
used. If\If(to);&HJN W¥;(to), then the phases between the in- ibly lost, since the phase terms are now random. Different
dividual particles do not simply lead to a single overall phasgParticles must be described by different times.

and independent times may not be used. If the times of the The time it takes for this decoherence in time to take
particles are correlated 4§, they remain correlated in the e€ffect can be estimated by

independent time approximation. In other words, when Eq. .

(9) holds, any time correlation rests with the asymptotic tdcoh:j y(t"dt’, (12)
wave functions and not with the time evolution itself. While —o

the time evolution of particle amplitudes is decoupled in the ] ) ) )
independent time approximation, whether particles can b#&herey(t’) is a normalized cross correlation functifze]
characterized by one time or by multiple times depends enfor the time evolution given by

tirely on the asymptotic conditions. Independent time evolu- (U (t+1' 1) Un(t,to))

tion of different particles doesot mean that the particles y(t')= ) O/FK0 ,
may be described by different times. (Uj(t,to) Uy(t,to))

(13

where(- - -) denotes an average oveEr Of all possiblejk
) ) ) N ~_ terms, they function that falls off most slowly in time is
In this subsection we consider conditions that fully justify ysed in Eq.(12). After a time large compared oy, co-
the use of different times for different particles. This is donenerence between the various particles is lost via the influence

by introducing randomly fluctuating fields that independentlyof randomly fluctuating fields for each particle, and it is sen-
vary the phase for different, separated, uncorrelated particlegjple to use different times for different particles.

Here these random fields are stronger than either the inter-
particle interactionsy;; , or the external interaction¥;(t). 4. Transition from N incoherent times to one coherent time
An example is removal and separation of electrons from an
atom into regions with independent, randomly fluctuating,
relatively strong electromagnetic fields.
Let us consideN correlated particles, initially coherent,

interacting with an initially strong fieldy(t), that is damped used. . . : .

! Consider a system dfl independent particles described
at large values of. By coherent we mean that the phase.

differences for each of the particles are well defined and, iflzgl)aglgrgﬁtq}ééoézn%{gg(rt]lé’r)é Ehe d}/fzfié Il’cl;u?I,Ljest tagg Ic?cl)trlfeillg-
they change in time, they change in a clearly prescribed way. ' . y . Jra_ -

For coherent particles only a single time parameter igion between these particles via interactiong(rj; ,t), tumn
needed. Consider an interactid{(t) that goes to zero at ©n OVer some interval of time. This could be done, for ex-

times large compared to an interaction timg. Thist, ample, by using a positively charged nucleus to attidct
could, for example, be the duration of a collision of an atomSeParated electrons to form a neutral atom.

3. Transition from one time to multiple times

In the previous examples we have illustrated cases where
multiple times may be used in the dynanNebody problem.
Here we consider a case where multiple times may not be

with an incoming projectile. Since thi particles are ini- Sincevj; is now nonzerolJ(t,to) is no longer a product
tially coherent ¥ is described by a single time &, namely, ~ ©f one-particle evolution operators. The correspondif(@;)
W (t,). Then for allt>t,>t, no longer commut§13,3Q for differentj. This is especially
clear in the interaction representation where
q}(t):U(t,to)\P(to) (10) Vj(t)=e_iH0th(t)eiH0t, (14)

is described by the evolution in a single time parameter. Irwhere \{(t) is a simple scalar function, such as a Coulomb
such a system the particles might be separated by large difrteractionz/|R(t)—r;| between a projectile aR and an

tances and thus become decoupled. Then the independglLciyon ar, . In contrasty(t) is a many-body operator due
time approximation holds, and(t,ty) ~II7U;(t,ty). [13] to the presence af;; in Ho. SinceH, includesv;; , Ho

Now, for the separated particles the interactifft) goes  goes not commute with/;(t), andV,(t) does not commute
to zero forr>ty,. Then fluctuating residual fields, e.g., ran- itn V,(t). As a consequence

dom stray fields)==X,V; [not specified in Eq(1)] will be

larger thanV(7). The only required feature of the is that N N

the action integralg .V, dt are independently random. After a e*ifioz vitdt T e i1Vt (15)
sufficiently long timet,,nqom defined byf:“’a"d"det : J

>1, the action of these random fields cannot be neglecteqre eyolution operator for the system cannot be written in
Mathematically this corresponds to product form, i.e.

N N N
u(rty) =11 (Te-if?v"idt)j=1] edntv) (1) U(t,te) = 1 Uj(t,to). (16)
] J J
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Now the time evolution of the various particles is coupled. [ v 7
The Dyson time ordering operatdrmay not be replaced by

. full
its average valud,,. This causes time correlation to de- _\\‘
velop between théJ;'s. If U(t,tg) cannot be written as a -
single product, the relative phases between the various terms 85
become significant. NovW(t)#H]N\Ifj(tj). The varioust; =]
are coupled. A single timeis now required. §103 ]
The time required for such time correlation to develop 5
may be estimated by a tintg,,, §
[=]
(&3

teor= fxm')’(t,)dt’a (17

where vy is the largest normalized cross correlation function
defined by Eq(13) with v;;(t) present inU(t,t;). After a
time large compared to.,,, coherence is established be- FIG. 1. Cross sections forsi2p excitation of a single electron
tween the various particles and the use of different times foin helium by proton impact as a function of the velocity of the
different particles is no longer feasible. A single time is howincoming proton. IPA denotes the independent particle approxima-
both necessary and sufficient. For example, tfott.,, all ~ tion and ITA denotes the independent time approximation. Experi-
separated electrons may be settled into the ground state of arental data are from the group of Bruehal. [23].

atom.

collision velocity (a.u.)

change effects as we have done above. This simplifies the
ll. CALCULATIONS meaning of “an electron” and “an electron transition” and
allows one to regard electrons as distinguishable. Inclusion

In this section we present calculations that illustrate theof exchange is straightforward, but adds complexity both
effect of correlation in space and correlation in time for aconceptually and mathematically. In high-energy atomic col-
relatively simple few-body system, namely the two-electroniisions the effects of exchange are often small.
case with atomic helium. We expect the main points to hold The first case we consider is the cross section for excita-
for any system ol bodies. The helium atom we consider tion of one electron in helium by a moderately fast incoming
interacts with a moderately fast incoming proton. We presenproton shown in Fig. 1. The full second Born calculation
calculations in three stages: independent particle approximdalls 15% or so below the independent particle approxima-
tion, then independent time approximation, and finally fulltion and is quite close to the independent time approxima-
calculations. In our first case correlation is fairly weak, in thetion, except at the lowest velocities, where the second Born
next case spatial correlation is strong but time correlation isipproximation is expected to break down. As explained
small, and finally both temporal and spatial correlation areabove different times may be used for different electrons
strong. when the independent particle approximation is valid. The

A second-order calculation is accurate if the incident pro-use of different times for the two electrons is fairly accurate
tons are moderately fast. In this case the second-order scdbr case shown in Fig. 1. While the effect of time correlation
tering amplitude for any transition from an initial stai® to  between particles is present in single-particle transitions, it is
any final statgf) is given by our experience that the effect is more obvious and easier to
detail in cases with multi-electron transitions.

The case we consider next is double excitation of helium
by proton impact shown in Fig. 2. Here the independent
particle approximation is not uniformly accurate. In the in-
Time correlation is carriefl30] by the quantum energy fluc- dependent time approximation, time correlation is removed
tuation, corresponding to the principal-value contribution ofby dropping principal-value contributions defined below Eg.
U(E—-Eg+in)=imd(E-Ey)—P,/(E—Ey). The Fourier (18). Spatial correlation is retained in the independent time
transform of energy fluctuatio®,(1/(E—E,) term is the approximation. Both of these approximations are compared
operatorAT=T—T,,. It is this part of the time ordering to a full second Born calculation exact through second order
operator that entangles the time evolution of the two elecin V(t) and including all orders in the correlation interaction
trons. We do not expect these particular effects of time corv;; . This calculation is described in detail elsewhggd].
relation to be present in classical calculatip8®], since the  The difference between the full calculation and the indepen-
principal-value term corresponds to off-shell quantum fluc-dent time approximation is quite small in this case. However,
tuations in the energy due to short-lived transitions in inter-even though the electrons evolve independently in time, they
mediate states that are not present in classical calculationsmay not be characterized by different times, as explained in

In the calculations presented in this paper the electroibec. 1B 2 above.
exchange due to the indistinguishability of electrons is fully In the last case we present in Fig. 3 calculations for ion-
included by antisymmetrizing the electronic wave functions.ization occuring together with excitation of a second electron
Conceptually, however, it is convenient to ignore such exto then=4 excited 4 level in He". In this case the projec-

fo=(f[V+V nV|i). (18)

1
E—Eg+i
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time correlation. In the case of the relatively simple calcula-
tions presented here, the difference is over two orders of
magnitude. For more complex systems the difference is ex-
pected to be greatéB5].

IV. DISCUSSION AND SUMMARY

For scattering by an externsl((t), it has been argued that
time t enters in a purely classical wgg6]. While we agree
with the mathematical details of this argume€Bif], we point
out that the energy propagator,EXf H+i#n couples the
quantum system to an asymptotic environment via the

principal-value contribution from#. This term determines
the direction of time, i.e., whether there are outgoing or in-
coming scattering waves. It is straightforward to shidw]

FIG. 2. Cross sections for autoionizing2'S), 2p3(!D), and  that the Fourier transform of the principal-value contribution
2s2p(*P) resonances of helium in the electron emission spectrunProduces time correlation. This is a quantum effect corre-
excited by 100 keV proton impact. The electron angle of emissiorSponding to energy nonconservation, which is allowed for
is 17° and the cross section shown is averaged over all projectilghort times in intermediate states. This effect requires inter-
scattering angles. Experimental data are from the group ofarticle correlatiorf30]. The effect is observabl3].
Bordenave-Montesquieet al. [31]. Unlike classical physics, in quantum systems one may not

characterize time as an observable interval between localized
tile is a fast proton. Again we see that the independent parevents. Pauli’s well-known observation about the impossibil-
ticle approximation, where spatial electron-electron correlaity of defining a self adjoint operator for time in any system
tion is removed, is not very accurate for this two electronwith a bound spectrum has led to a discussion of operators
transition. In this case the independent time approximation iéor different time parametef$8], including arrival and pas-
also not especially accurate. Consequently there is a signifsage times. While time is not always physically observable in
cant correlation in the time evolution of the two electrons, soquantum systems, it can be usef@B] to identify a variety
that time correlation is not weak and the use of a single timef different time parameters, which may be delocalized in
is needed. New data for this cross section may be availablguantum systems. These include a correlation timg a
soon[32]. time required to develop time correlation between particles;

In many cases in fast collisions spatial correlation is morea random timet,,nqom @ time required for random fields to
important than time correlatiofl4,15,30,33,3% At some- dominate over decaying interactiong(t); an interaction
what lower energies the role of temporal correlation is extimet,, the duration of the interactiovi(t); and a decoher-
pected to be generally stronger, although higher-order termgnce timety.,n, a time sufficient for phase decoherence be-
in the expansion iV(t) may also be significant. We empha- tween uncorrelated particles to take effect. Other time pa-
size that use of the independent time approximation providegameters can enter as well, such as the orbital period of a
computational and conceptual simplification. In particular,oound particle, decay times for excited states, recovery times
calculations using the independent time approximafib4]  for detectors, coherence and bunching times of beams, and
require less computational time than calculations includingvarious macroscopic times for various stages of an experi-
ment.

In this paper we have seen interplay between random

32 33 34 35 36 37
electron energy (eV)

10 L phase incoherence and independent times. We note that the
: concepts of correlated and non-random are similar. In par-

_ ticular both have the same mathematical definition. Corre-
“g lated and nonrandom both mean that for some observable
Bl ] property P such as the probability of a transition
< P(1,2,... N)#II}'P;(j). Entanglement is also defined in
8 the same manner.
3 In summary, we have shown that in the absence of spatial
501 correlation between particles, multiple particles may be de-
5 scribed by either a single time or by multiple times. If time

ordering between different particles is removed, then the
time evolution operators may be expressed as a product of
single-particle time evolution operators and the particles
evolve independently in time. However, independent time
evolution of different particles does not mean that the par-
FIG. 3. Cross section for ionization together with excitation to ticles may be described by different times. Specifically, dif-
then=4p level of He" by impact of fast protons. ferent times may not be used for different particles in the

2 3 4 5 6 7 8 9
collision velocity (a.u.)
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absence of time correlation when the initial asymptotic stateion is strong, the time evolution of different particles is cor-
of the system is spatially correlated. Thus there is an asynrelated. Then a single time is needed.

metry in spatial and temporal correlation: time correlation

between particles is forbidden in the absence of spatial cor-

relation, but spatial correlation between particles is permitted ACKNOWLEDGMENTS

in the absence of time correlation. Calculations illustrating
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