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Wavelengths of the 4,,,-4py, resonance lines in Cu-like heavy ions
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Using the EBIT-II electron-beam-ion trap and a flat-field spectrometer, the extreme UV resonance lines
4s,,-4p), of the Cu-like ions of Yb, W, Pb, Th, and U have been observed and their wavelengths measured.
Our results differ substantially from earlier measurements performed with plasmas produced by the OMEGA
and NOVA lasers and have higher accuracy. Our results are in good agreement with theory in all ions but those
of the highest charge states.
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I. INTRODUCTION sical picture—penetrates the electron core. Starting out from
the closed-shell model, experimental systematization efforts
The study of ions along the Cu isoelectronic sequencand theory have tried to approximate the physical situation
provides important benchmarks through both precision exby introducing the concept of core polarization. However, in
periments and modern atomic structure theory. From the exhe highZ regime, relativistic effects play a dominant role
perimental standpoint, the production and charge-state isol§i3] over nonrelatistic contributions to atomic structure, and
tion of Cu-like ions is easier than for ions of many otherthe semiclassical descriptions that work well for lighter ions
charge states. Plasmas produced by the most powerful lasgfe no longer appropriate. Theory faces the task of describing
systems, such as the NOVA and OMEGA lasers, can reach system that consists of a nucleus of finite size and of 29
Cu-like ions of the heaviest naturally occurring elementselectrons. Such a many-body system cannot be calculated
Precision wavelength determinations by both experiment angxactly. Nevertheless, quite a number of calculations have
calculation can then yield information on atomic structurebeen presented in the last 20 years to predict reliably the
under high-field conditions, where fully relativistic calcula- lowest-energy levels and thus the transition energies of Cu-
tions have to take into account radiative corrections andike ions.
nuclear structure effects. However, the laser-produced The first measurements of the wavelengths of Cu-like
plasma data in the high-nuclear-chaigegh-Z) regime[1] transitions in heavy elementéu, Pb, Bi, Th, and Y have
show a systematic deviation from calculatitfor example, been reported by Seelgt al. using the OMEGA lasef4].
by Kim et al. [2]) by several hundred ppm for the heaviest The authors compared the measured wavelengths to theoret-
elements. LoweF ions measured in lower-density tokamaks ical values calculated with a multiconfiguration Dirac-Fock
do not exhibit any noticeable difference with theory. (MCDF) packaggthe GRANT code[5,6]), using the extended
We undertook to observe the sam® 4-4p;; lines inthe  average level method, with transverse Breit and QED correc-
low-density environment of the electron-beam-ion traptions. The significant differences between the measured and
EBIT-II. With an accuracy increased from threefold to eight-calculated values were attributed to “a departure from the
fold, our measurements suggest that the tiginend set by  scaled hydrogenic QED contribution to the dnergy,” that
the laser-produced plasma measurements was spurious. Agf to a deficiency in the theoretical treatment of the QED.
measurements continue the good agreement with theory. D&heng and Wagndi7] tried to understand the causes of the
viations are only found at the higheations. Here, our mea- difference between theory and experiment by using another
sured wavelengths are longer than predicted, in contrast teariant of the MCDF package, the optimal leu@L) ap-
the trend suggested by the laser-produced plasma data. proximation, thus accounting for core relaxation at each en-
ergy level, and also including finite-nuclear-size effects. With
Il. OVERVIEW OF THEORY VS EXPERIMENT results 'Fhat agreed better with experiment _than th_e previous
calculations, they concluded that the residual discrepancy
Cu-like spectra feature prominent lines associated with aoted by Seelyt al.[4] was probably due to the omission of
single, easily excited valence electron outside a closéfl 3dthe finite-nuclear-size effects which are important for low-
core. Calculationally, the situation is much more complexand 1 states, and that their improved treatment of QED cor-
than this: for the 4-4p resonance transition, the angular rections was good enough to give good estimates of its con-
momentu of the valence electron is smaller than that of all tributions.
electrons in the 8 shell, and hence the electron—in a clas- In 1989, Seelyet al. [1,8,9 reported the observation of
4s,,-4p5), transitions in Cu-like ions from mid- elements
(including Sn, Xe, La, Nd, Eu, Gd, Dy, and Yimade on the
*Present address: Spectra-Physics, Mountain View, CA 94039. Princeton Large Toru$PLT) tokamak. They attributed the
"Electronic address: beiersdorfer@linl.gov remaining discrepancies to electron correlation corrections
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that were not accounted for in the calculations by Chenganc 1600 —————— 71— T 7 T 1
Wagner. So in the course of two years time, there flared som I T
debate over whether there was good agreement betwee 1200__ ©  Other i
theory and experiment, and about the role of QED, finiteg sgpo| & Tokamak 4

. . . . . v Laser
nuclear size, and correlation corrections in these calculationsg : %

Between 1988 and 1990, Johnsetral. published a series g 400 7
of three papers on the topic of relativistic many-body pertur- & 0 i T-H' ]
bation theory(MBPT) studies of energy levels of ions with a £ I T o = i J_ ]
single valence electron outside of a closed sh&li—12. % -400 | % .
The third of these reported calculations of energies ©f4 & I T
and 4pg, states of Cu-like ions with nuclear charges in the g -800 - ]

range Z=29-92 [12]. These calculations were based on " {549 | i

Dirac-Fock wave functions and included Coulomb correla-

tion cprrectlons(sgcond and.th|rd ord)arretgrQed Breit in- -160030 35 20 45 50 55 60 65 70 75 80 85 90 95

teraction, correlation corrections to the Breit interactisec-

ond and third order finite-nuclear-size corrections, and Z

reduced mass and mass polarization corrections. They did FIG. 1. Fractional difference of thes4.,-4ps, transition wave-

not include QED corrections such as the electron self-energkgngths predicted by Kinet al. [2] and the measured values from

and vacuum polarization, but have otherwise been considchigh-temperature plasma sources.

ered to be the most complete theoretical treatment to date.
Two calculations have sought to provide the QED correc-

tions that are necessary for a comparison between experi- The experiment was done at the University of California

ment and these theoretical results. In the first, Kinal.[2]  Lawrence Livermore National Laboratory EBIT facility. Of

calculated the self-energy corrections via three independenihe laboratory’s two electron-beam-ion traps, the lower-

approximations—thér) method, thep method, and the Wel- energy device, EBIT-II, was employed.

ton method(see Ref[2] for a description of these methgds The measurements covered the six elements ¥b (

Whereas the results from theand the Welton methods were =70), W (Z=74), Au (Z=79), Pb £=82), Th Z=90),

in close agreement with each other, ¢ method(the de- and U =92). lons of the respective species were intro-

fault choice in thecRANT code used by Seelst al.[4]) was ~ duced into EBIT-Il by means of a metal vapor vacuum arc

found to lead to transition energies with poor agreement t¢On source. lons were trapped by the combination of a strong

experiment, especially at high Z. Moreover, the authors subt3 T) magnetic field for radial confinement, electric fields in

tracted their calculated MCDF level energies from the MBpT@ drift tube arrangement for axial confinement, and the at-
results of Johnsoet al. in order to obtain relativistic corre- tractive potential offered by the intense electron beam. Bom-
lation energies. barded by the electron-beam, the ions are being ionized in a

In order to compare the theoretical results to the measure%éi‘;\gésde h';assrgor?.' hlg::“i)arf'logt'oer?desnev;lhe?hg:]e'scga;%zea_bls;a;es
values, a total energy was determined by summing th '9 lonizat gy IS aval

L : inetic energy in the electron beam. The electron-beam en-
MCDF energy, the relativistic correlation energy, and theer necessary to create Cu-like ions is of the order of 2.0—
QED correction from the Welton method. Kiet al.[2] then gy Y '

. _ 4.5 keV for the elements considered hgtd|, which is but a
computedpredicted valuedbased on the total theory minus small fraction of the working range of EBIT-Il. Conse-

the difference between the theory and experiment. Compark,ently, a wide range of electron-beam energies is available
son of their predicted values to the measured values led Q) create a charge-state balance that is dominated by Cu- and
the interesting conclusion that high-experimental values Nilike ions, by burning out the lower charge states, and thus
obtained from spectra of laser-produced plasn@sthe  creating very “clean” extreme-ultravioldEUV spectra with
OMEGA and NOVA laser facilitieshad a tendency to be too mostly lines from Cu-like(and Zn-likg ions remaining. On
high in energy as compared to the calculations, while most ofhe other hand, electron-beam energies below the production
the data(from less highZ ions) obtained from tokamak plas- threshold of the Cu-like ion were employed to learn about
mas[PLT tokamak and the Texas Experimental Tokainak possible contamination of the spectra by lines from ions in
were in excellent agreement with their predicted valuedower charge states.

(Fig. 1). Cu-like ions have two prominent resonance transitions,
The second calculation of the QED correction terms, by4s-4p;, and 4s-4ps,. In the very heavy ions of present
Blundell [13], involvedab initio calculations of the screened interest, both lines are in the EUV range of the spectrum, but
self-energy and the vacuum polarization. A comparison ofhe wavelengths differ by more than a factor of 2. Only the

the energies of the 9},,-4ps, transitions as predicted by 4s?Sy,—4p *P3;, transition falls into the detection range of
Blundell and by Kimet al. shows that other than for lo&,  our spectroscopic setup. However, the upper level of the 4p
the two nearly independent predictions have very similar reconfiguration, 4 ?P3,,, is arguably the more interesting one,
sults, with the Kimet al. predictions having slightly higher as here the wave function is more strongly affected by rela-
energies. tivistic effects than it is for the g2P$), level (the 4p,,-4pg,

IIl. EXPERIMENT
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“fine structure” interval, a relativistic effect, being as large 80— v — r v 1 T 1
as the 4-4p,,, electrostatic energy differencaNe note that i N VI B ¥
a measurement of thes¢-4p,,, energy splitting with im-
proved accuracy has recently been reported using electror
ion interactions at the CRYRING heavy-ion storage ring
[15].

6000 | gray area: Uranium .
clear area: Nitrogen

ounts

The present measurements employed a flat-field spec 4000 - T
trometer systeniFFS [16]. The spectrometer was equipped e b
with a 2400 lines/mm variable line spaced concave grating N VI o2
[17] and a cryogenically cooled back-thinned charge-coupled 2000 - NV -
device(CCD) camera. The camera chip had 1624024 pix- L NVI

els on an area of about 25 mMniThe FFS imaged the light
from the ion trap, using the 5Qm-diameter electron beam
[18] as the source, onto the CCD chip, where it resulted in
the geometrically expected width of about two pixels. The Wavelength (A)
total area of the CCD chip was binned by a factor of 4 in the
nondispersiye direction to create an effec.tive CCD'array of rea and nitrogen injectioiunshaded ar¢aThe marked N lines
256X ;024 pl)$e|S. Due to spectral aberrations, th_e Image Ogre some of those used in the calibration. The uranium lines,are
ee_lch line is sllghtly curvc_ad at _the _CCD surface. Simply SUM ke 3 4s 2S,,-4p?P%,; b, zZndike U 48?1,

ming across the dispersion direction would, thgrefore, re_5”|§s4p 1pe ¢, blend of the Ga-like 6 4s?4p 2P ,—4s4p? 2P,

in broadened spectral features. Instead, the files were indig Gelike 97 4s24p? 3P,—4s4p? 3D? transitions. U was ion-
vidually filtered for cosmic rays and collapsed into one,izeq and excited WithEpqa,= 6.8 keV andl pean=113 MA.

three, or eight columns depending on the line intensity avail-

able for the various elements in the typically 20 min of ex-tion. (Similar procedures were applied for the other ele-
posure time for individual spectra. Each of the sections wasnents) As a final check of systematic errors, a transition to
independently calibrated, effectively increasing the numbethe ground state of the Be-like ion of Ne was measured, the
of only weekly dependent results by a factor equal to thels?2s? 1S,—1s22s4p 'P{ line with a reported wavelength
number of columns. Calibration was performedsitu by  value of 75.768) A [23]. The wavelength measured using
determining the central positidin channelgof a number of  the above method of calibration and six independent mea-
well-known transitions in H- and He-like ions of C, N, and surements was 75.766%) A, where the error in the last two

O, of Li-like Ne, and of Ne-like Ar, then fitting a third-order digits listed in parentheses is the statistical deviation of the
polynomial to the calibration data. For reference line wavesix measurements. A similar statistical spread was found in
lengths, see the on-line databagé&8| and the references the measurement of the Cu-like lines. The accuracy of this
therein, as well as the accurate calculations of He-like iongneasurement was limited by the lack of precise calibration
by Drake[20]. lines near the long-wavelength end of the spectrum.

The background light emission recorded by the CCD was The W measurement was part of a study of the EUV
determined by running EBIT with an “inverted trag21],  spectra of a number of charge states that will be discussed in
that is, with the middle drift tube at a higher potential thandetail elsewherd25]. An independent study of the EUV
the top drift tube, so that no trapping occurred and any iongpectrum of tungsten in an electron-beam-ion trap has been
would be expelled. Since there is some random noise asspresented by Radtket al. [26]. In order to investigate the
ciated with the readout of each CCD image, several backproduction of the various ions and to identify their individual
ground spectra were averaged and smoothed before thepectra, the electron beam was varied in a series of energies
were subtracted from the data files. The peaks were fit witfrom 1.7 keV to 3.0 keV, that is, both above and below
Gaussian functions. An example of the spectra and calibrahreshold for the production of the Cu-like ion.
tion is shown in Fig. 2 for the case of uranium. Asummary The production of intense lines from Au was readily
of the results from each of the measurements of Cu-like iongchieved. The Au data were recorded at the optimal energy
is found in Table I. For more details, see Rid2]. for the production of the Cu-like charge state. The wave-

Yb (Z=70), as the lowest- element covered here, serves |ength of the transition of interest in the Cu-like ion of Au,
as a useful connection between the hBJEBIT-Il measure- near 48.9 A, warranted the use of two transitions to the
ments and those made of middleelements at tokamaks. ground state of Ne-like Ar, having wavelengths of 48.730
With a wavelength of near 75 A, this transition fits well into and 49.180 A, respectively, for calibration. However, the ref-
the optimal working range of the 2400 lines/mm grating. Theerence line wavelengths are known up to orthy®.002 A
Yb spectra were recorded at an electron-beam energy ¢P4]. This increased uncertainty was somewhat compensated
Epean=2.51 keV and a beam current df.,,=57 MA.  for by the use of the C, N, and O spectral lines in the shorter-
Nine hours of observation resulted in 27 two-dimensionalwavelength region. Figure 3 shows a sample spectrum of Au
spectra of this transition, each of which was evaluated afom this investigation. Lower-precision data on Cu- and Zn-
three individual spectral strips. Neon and carbon calibrationike Au ions have been reported from an independent survey
spectra were taken in between kdth of Ybdata, whereas of Au spectra from many charge states using the same
nitrogen was injected before and afteetB h of Ybinjec-  electron-beam-ion trap and detection system, but less elabo-

23 24 25 26 27 28 29 30

FIG. 2. EUV spectra obtained with uranium injectiéshaded
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TABLE 1. Predicted and measured wavelengths of te8%},,—4p 2P3, transition in Cu-like ions of the
six ions covered in these experiments. Of the earlier experimental results, only a representative one of the
laser-produced plasma studies is quoted. All values are given in units of angstroms. The numbers in brackets
are the errors of the previous measurements as stated in the literature. For the present measurements, the
numbers in parentheses are the statistical and systematic errors, respectively. The brackets denote the com-
bined uncertainty limits.

Element 4 Theory Theory Experiment Experiment,
[2] [13] [1] this work

Yb 70 75.860 75.864 75.8415] 75.859%24)(40)[47]
w 74 62.334 62.341 62.3045] 62.335%19)(40)[45]
Au 79 48.929 48.9745] 48.928021)(14)[26]
Pb 82 42.377 42.381 42.34%)| 42.3740@52)(25)[58]
Th 90 29.018 29.022 28.9p15] 29.022428)(10)[30]
U 92 26.420 26.423 26.4015] 26.4325%15)(10)[19]

rate calibration procedureg27]. That work supports the A [20], respectively, which helped to achieve high accuracy.
spectral analysis presented here. As a test of the precision of the fit, residual oxygen lines
The wavelength of the Cu-like Pb transition of interestpresent in the Th data were measured. The He-like resonance
coincides with the carbon-edge absorption identified in thaine of O was measured at a wavelength of 21.601
intensity calibration of the CCD at 42.4 A, similar to other +( gog A, very close to the literature value of 21.6015 A
such work [28]. Consequently, the signal was relatively [20] and well within the statistical error bar. Hydrogenlike

weak. Calibration of the Pb data files was made by fittingLy , was measured to be at 18.9670.0061 A, compared
known C, N, and Ne lines, as was done for Yb. No separas, ltlhe calculated value of 18.9671[&9].

tion into CO'“”.‘”S was performed for these data. Two datasets e wavelength of the transition of present interest in the
\I/Evere t_algegsvlzltf\l/Ebggf 4&?3 kev; Ia fug}he; tshe_vel_n sets rad Cu-like U ion is near 26.4 A. Therefore the N and O lines
beam™ ev. since the wavelength of this lin€ IS Close,qq again used for calibration. Ne-like Ar lines were also

21 1po i P
It'(|)< thCe4\+/v gll-kn;wn 5 ?Oj%SZ_Dt Pdl tragstl)tloa ml\;[he F:Et:) tested in the calibration of this spectrum. Two sets of U data
ke lon, the uncertainty introduced by the Ne calibra- o6 optained aEpe..n=6.79 keV, and a third aEpeam

tion lines was not significant. =8.10 keV. At the higher energy, above the ionization po-

Six sets of Th data yielded intensities that were sufficien : - ) .
for dividing the spectra into eight columns as was done fo ential of the Ni-like charge-state ion, the signal rate from the
Cu-like ion was significantly lower, but nearly all of the

Au, resulting in 48 measurements of the line position. The 4
line of interest(near 29.0 A falls in between the He-like N 1OWer charge-state lines were absent.
resonance and intercombination lines at 28.7870 and 29.0843

IV. ERROR ANALYSIS

25000 —F——T—T——T—T—— T T T
r d 2 1 A reliable error budget must include both statistical and
20000 |- Au injection - systematic errors. The LLNL EBIT group has been using a
i Epeam = 4.01 keV || strict definition of the statistical error, especially when mea-
«» 15000 | lpeam = 75 MA ] suring lines of interest for comparing with fundamental
=] atomic structure theory, such as the determination of QED
3 0 contributions in lithiumlike ions[30—-32. Whenever pos-
O 10000 - c 1 sible, multiple measurements are made, and the spread
r among individual measurements is added in quadrature to
5000 - e . the error based on the line intensity. This procedure produces
MWJ b a more reliable value for the accuracy of a given measure-
0¥ | ment than can be derived from counting statistics and line-

) 1 1 1 1 [ L | ) | 1 1 1 1 L | ) | ) 1 H
44 A5 46 47 48 49 50 51 52 53 B4 width alone, bec_ause it accounts for errors that would not be
apparent otherwise, and which may only be guessed at when

Wavelength (A) : .
assessing systematic errors.

FIG. 3. Au spectrum showing a weak line at a wavelength just Each of the lines from the Cu-like ions had at least 3000
shorter than the line of interest from the Cu-like iam; Cu-like cqunts Ina 5'”9'? spectrum, usually many more, and a full
4s,,,-4p3,; b, weak transition likely from the Zn-like charge state; Width at half maximum of~1.7 channels. From these, the
¢, a blend of Ga-like Atf* 4s?4p 2P$,,—4s4p? 2P,, and Ge-like  error for each line isr;=~0.017 channels. As detailed above,
AUt 4s24p? 3Py—4s4p®®DY;  d, Zn-like AU 4s?1s,—-  each of the Cu-like lines was measured multiple times, the
4s4p1PY; ande, Ga-like A" 4s24p 2PS,,—4s4p? 2P 5. least of which was during the Pb measurement, for which
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nine measurements were made. From this we obtain a mee 1600 — T T T T T T T T T T
sure of the scatter of the multiple measurements. For the tes I I
case of Pb, a value afs 4 p,=0.0864 channels emerged, 1200 i Z Other ]
which is equivalent to 0.0052 A. This value is nearly an g g0 |- Tokamak i
order of magnitude larger than the statistical error of 0.0006% | X EBIT —
A that results from the linewidth and the sum of events from E 400 | £
all measurements of the line. The standard deviatigp of ® I s T v X
each measurement is given in the first sefrolind paren- @ 0 i T . T X X}_ |
theses for the present measurements listed in Table I. % 400 - I i
Systematic errors are often subtle. Measurements werig i E ]
run at various electron-beam energies in search of lines frons  -800 - .
other charge states that might skew the peak fitting. ComE I 1
monly found was a line from a lower-charge-state ion that 1200 ]
appeared at slightly shorter wavelength, as depicted in Fig. & 1600 I T
for the Au data, but this line was easily resolved from the 30 35 40 45 50 55 60 65 70 75 80 85 90 95
Cu-like line, causing no notably increased uncertainty in the Z

wavelength determination.

Data taken hours apart were compared with the intent to FIG. 4. Fractional difference of the wavelength predictions by
learn about temporal shifts of the spectra that might resulKim etal. [2] and experimental data from plasma sourc&s (
from shifts in the position of the beam or shifts due to tem-=68) and EBIT-Il €=70).
perature fluctuations in the room—none were found.

The only significant systematic error to be noted is thebut with a relatively large error bar of 0.03 A, agrees better
error in the calibration lines. As discussed above, wheneveyith the present measurement.
possible, only precisely calculated or measured hydrogenlike Based on our findings, Fig. 1 has been revised into Fig. 4.
or heliumlike transitions were used for calibration. The linesyere we removed all of the laser-produced plasma results
in H-like ions are known to better Fhan 0.001 A, CONServa-gnq included the six measurements of the Cu-lisg4ps,
tively resulting n a 1 mA systematic error. Beyond 45 A,y ansition from EBIT-II instead. The figure shows that there
however, it became necessary to use transitions from the L, is agreement between the measured and predicted val-

and l_\l_e |soelectr9n|c sequences. Specifically, the Li-like Neﬁes of this transition along the entire rangeZpfexcept at
transitions used in the calibration have a wavelength uncer-

o5 A i e e ey o a1 1912 T o s o ey by vt
mA to the calibration in the 75-A region of the spectrum. Y ;

The total systematic error is listed in the second set Ofatlon in this range may possibly arise from calculations that

parentheses for the present measurements listed in Table |_|r|}clude two—lqop QED contributions to aII. orders. Ho_weyer,
should be noted that in all cases where it was possible t§Uch calculations have been done for Li- and Na-like ions
measure a well-known independent transition, agreemer@ny [37], and would need to be extended to the Cu isoelec-
with the known values was much better than these erroloniC sequence.

ranges. For an overall error estimate, the statistical and sys- Although it is impossible to know why the transitions
tematic errors were combined in Gaussian quadrature; th&easured at laser-produced plasmas tended to show higher
resulting final uncertainty estimate is listed in brackets inenergies than either theory predicted or what was measured
Table I. at the EBIT-Il device, it is plausible that line blends from
ions of lower charge states interfered with the proper line
interpretation. From the work done on 22,25, it is evi-

dent that intense lines from the As-, Ge-, and Ga-like charge-

A summary of the results from this series of measureState ions lie between the Zn-likes#4s4p and Cu-like
ments on Cu-like ions, as well as a listing of other measure4sy/-4pP3 transitions. The Au data in Ref27] show a simi-
ments and of two theoretical predictions, is given in Table Llar situation. Even with the use of an almost monoenergetic
Instead of a complete list of all known experimental dataelectron beam, the measurements on EBIT-II were not able
[1,4,33—-3%, we only quote the results of the latest set ofto fully eliminate the Zn-like ions and still retain a significant
measurements. Our results are typically more precise thasignal from the Cu-like charge state. Laser-produced plasmas
the earlier data by a factor of 3. Because of the favorablelo not have the capability of an electron-beam-ion trap of
experimental conditions offered by our electron-beam-ionisolating individual charge states by excitation energy thresh-
trap, we also assume that our data are more accurate, that @d discrimination, and it is likely that lines from lower-
they are suffering less from unaccounted systematic errorscharge-state ions were present in the data used to measure

We note that for the lowesZ-element, Yb, the value mea- the Cu-like transition. Should these higher-energy lines not
sured at the NOVA laser was reported as a wavelength dbe accounted for in the fit, the measured line position of the
75.84215) A [33]. A measurement at the OMEGA laser fa- Cu-like transition would be shifted towards the higher-
cility yielded an even shorter wavelength of 75.81% A energy end of the spectrum.

[36]. The measurement at the PLT tokamak at 75.8A The disagreement between the presently reported value of

V. SUMMARY OF RESULTS
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the wavelength for Cu-like U and that predicted by Kim ACKNOWLEDGMENTS
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in theory are necessary at high Further measurements of  We are happy to acknowledge the dedicated technical
this transition in U would be useful. Also, a series of mea-support by Ed Magee and Phil D’Antonio. The work at the
surements at higé with five times better precision than our University of California Lawrence Livermore National
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