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Behavior of molecular hydrogen exposed to strong dc, ac, or low-frequency laser fields.
|. Bond softening and enhanced ionization
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A three-dimensional, fully correlateab initio method for calculating the ionization rates and Stark shifts of
molecular hydrogen oriented parallel to an external electric or low-frequency electromagnetic field is pre-
sented. With its aid, the occurrence of bond softening and enhanced ionizatigrignndestigated. Based on
a simple quantum-mechanical explanation for those effects, their occurrence is also predicted for any neutral
covalently bound molecule. Thab initio results are used to investigate the applicability of simpler numerical
models for predicting those phenomena in larger molecules.
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[. INTRODUCTION case quantum-mechanical dc ionization rates have been cal-
culated for H* [7,8] and, as was reported in the preceding

Atoms or molecules exposed to very strong electric orRapid Communicatiof@], it was now also possible to imple-
electromagnetic fields will usually undergo ionization which ment a method that allows the fidb initio treatment of H
in the molecular case may be accompanied or followed bynolecules exposed to strong dc fields.
dissociation. The full understanding and quantitative model- One of the interesting aspects of understanding the behav-
ing of the corresponding ionization rates is therefore imporior of molecules in static or quasistatic fields is the prediction
tant in all experiments in which strong fields are applied.of enhanced ionization and bond softening in arbitrary cova-
Nowadays, very strong electrimore accurately electromag- lent and neutral moleculd®,10]. The former of those ef-
netic fields are produced with the aid of lasers, but alsofects, predicted, analyzed, and discussed on the basis of the
scanning-tunneling microscopy as a source for strong electristatic ionization rates obtained with the method developed in
fields should be mentioned. Since the efficiency of high-the present work was shortly thereafter also confirmed in a
order harmonic generation appears to be limited by the iontime-dependent calculatidil]. Noteworthy, based on a 40
ization process, a prediction of suitable materials for highyears old predictioi12,13 it was assumed that bond soft-
order harmonic generation requires an accurate knowledge ehing will not occur for neutral molecules and first indica-
the ionization rates. The same is valid for the understandingions of enhanced ionization for,Hvere only due to a one-
of e.g. Coulomb explosion, i.e. the dissociation of moleculeslimensional model calculatidi4]. In the present work both
in laser fields as a consequence of their field-induced stripeffects are investigated on the basis of a three-dimensional,
ping from electrongsee e.g., Ref.1]). fully-correlatedab initio calculation. The new theoretical and

Although a static dd¢or time-dependent a@lectric field numerical approach allowing for this investigation is also
and a time-dependent electromagnélise) field are funda- presented. Due to its numerical demands, this method cannot
mentally different objects, it turned out that the effects of aeasily be extended to larger molecules. Therefore, the possi-
strong low-frequency laser are very similar to those of an adility of using simplified numerical approaches is discussed
field. If the frequency of the laser is small compared to theby comparing the results obtained fop Hsing either the full
inherent time scale of the system exposed to it, the systerr simplified numerical methods.
seems to behave as it would be exposed to a slowly varying After describing the theory and computational method in
dc field, i.e. an ac field. This is the basis of the so-calledhe following section, the effects of bond softening and en-
guasistatic approximation. The parameter that indicatehanced ionization in K will be discussed in Sec. Ill. The
whether the quasistatic regime is reached is the Keldysh pgaper closes with a conclusion and outlook. Unless otherwise
rameter y= w2l p/F with the frequencyw and the field specified, atomic units H,=27.211 eV, a,=5.2918
strengthF of the laser and the ionization potentlal of the X 10! m and% =e=m,=1.0) are used in this paper.
atomic or molecular systeff2]. The quasistatic approxima-
tion is Supposed to be applicable in the Iow-frequency hlgh- II. THEORY AND COMPUTATIONAL DETAILS
intensity regime ¢<<1).

For the quasistatic model to be useful, it is required that If an atomic or molecular system is exposed to an electric
static ionization rates are available. Besides atomic hydrofield, the(static and homogeneouslectric field adds a scalar
gen, fullab initio calculations of the ionization rate of atomic Potential to the Hamiltonian. For example, a field alongzhe
systems exposed to dc fields are, however, very scarc@Xis leads to the Hamiltoniafin atomic unit$
Scrinzi et al. [3] and Themeliset al. [4] have presentedb N, Ne
initio dc ionization rates for He, and Sahoo and 50 as A=Ho+F| X Zyzy— 2, Zn), (1
well as Themelis and Nicolaid¢§] for Li. In the molecular N=1 n=1

whereH, is the field-free Hamiltonian describing the atom
*Electronic address: Alejandro.Saenz@uni-konstanz.de or molecule withN,, nuclei (with chargeZ,) and N, elec-

1050-2947/2002/66)/06340713)/$20.00 66 063407-1 ©2002 The American Physical Society



ALEJANDRO SAENZ PHYSICAL REVIEW A66, 063407 (2002

trons. F is the field strengthl a.u. corresponds to about  After the prediction of tunneling ionization in electric
5.142< 10 V/m). In writing Eq. (1) it is assumed that a fields a number of methods have been developed to treat this
nonrelativistic description for the interaction with the field is effect numerically, but most of them were very difficult to be
applicable. This should be true for the fields considered irextended to systems beyond the hydrogen atéon
this work. hydrogen-like one-electron ionsThe metastability of the
Before presenting the newly developed computationaln-field atomic or molecular states due to the induced tunnel-
method, it is interesting to briefly comment on the finite-field ionization probability can, for example, be taken into ac-
methods that are implemented in a number of standard quagount very efficiently within the complex-scaling method
tum chemistry codes. In a weak field, perturbation theory i§15—-19, as was demonstrated first numerically in the case of
applicable. In this case the first-order correction obtainedne-electron atoms in an external fidl2i0] and then also
with perturbation theory vanishes for atomic or moleculardemonstrated mathematically for arbitrary atomic systems
systems with no permanent dipole moment, while those havexposed to electric fieldg21]. An important feature of the
ing a permanent dipole moment show a linear Stark effectcomplex-scaling method is that it does not only give the
i.e., the energy correction varies linearly with the field correct position of the resonance, but at the same time it
strength. The second-order correction depends quadraticallyives also its width. Complex-scaling has recently been used
on the field strength, the proportionality constant is the po+o obtain static-field ionization rates of Hi8], and simplified
larizability «,, (times a factor—1/2). The third-order cor- related (though mathematically so far less well-funded
rection is then proportional to the hyperpolarizabilipy,, = methods were used for calculating the field-induced ioniza-
etc. The calculation of the polarizability, hyperpolarizability tion rates of He and Lj4—6].
etc. may be performed by an explicit calculation of the cor- In the complex-scaling method the Hamiltoni&h is
responding expansions of perturbation theory, which in prinyransformed into a complex-scaled Hamiltoni&i(6) by
ciple requires a summation over the infinite number of field-myltiplying the radial coordinates by ‘%ewhere 6 is an (in
free eigenstates of the atom or molecule. Alternatively, theyinciple) arbitrary positive real number smaller thari4.
polarizability (and hyperpolarizabilitycan be obtained from  This transformation allows an analytically correct continua-
the response of the molecular system to an external electrigon of the spectrum of the Hamiltonian into the complex
field. In this case, Eq.l) is solved directly and the resulting plane, provided the Hamiltonian belongs to the group of di-
energies may be fitted to a polynomial in the field strerigth latation analytic operators. This is the case for field-free
thus revealing the polarizability, hyperpolarizability etc. atomic and molecular Hamiltonians, and also for such sys-
Since the operatés) z (x or y) is (are contained in many tems exposed to an external electric fig¥d]. As a result of
quantum-chemistry codg$or the calculation of dipole mo- the transformation, the continuum spectrum of the Hamil-
ments, it is relatively simple to set up Eq1) and thus to tonian is modified, while the bound spectrum remains un-
obtain the in-field eigenstatéer the coefficients of the per- changed. Resonant statéike autoionizing or predissocia-
turbation series This is the basis of the so-called finite-field tive stategwill obtain a fixed, but complex energy, provided
methods implemented in many standard quantum-chemistr§ is chosen sufficiently large so that they are uncovered by
codes. the underlying continuum. In this case the real part of the
Although it may appear that finite-field calculations al- complex energy eigenvalue corresponds to the position of the
ready provide a solution for describing atomic or molecularresonance, while the width' of the state can be obtained
systems in electric fields of arbitrary field strengths, this isfrom the imaginary part of the enerdyvia I'=—2 Im{E}.
not the case. The problem is that a standard quanturdn a practical calculation, a finite basis set is used, and thus
chemistry calculation based on square-integrable basis funélepending on the quality of the basis set the resonances will
tions is not appropriate, since a nonzero field allows the elecshow somef dependence. In this case a sequence of calcu-
trons to leave the molecule via tunneling, or for evenlations is performed in whicld is varied. The complex en-
stronger fields by a passing over the suppressed moleculargy E,.s (and thus position and widtiof the resonance is
potential barrier. Although, strictly speaking, even an infini-then obtained by searching for the most stable energy and
tesimally small electric fieldwith sufficient spatial extemnt thus the minimum otlE,{ 6)/dé.
leads to a pure continuous spectrdim which the original In the present approach, it is assumed that the Born-
bound states are embedded as autoionizing $tateswidth ~ Oppenheimer approximation as well as a nonrelativistic de-
of strongly bound field-free states is very small for weakscription is applicable for treating a two-electron diatomic
fields. In this case a calculation that ignores the field-inducednolecule in an external electric field. The present work is
widths (using square-integrable basis functipnsf the  also limited to the case that the electric field is oriented par-
ground and low-lying excited states is expected to give reaallel to the internuclear axis. In this situation, both the spin
sonable results. Naturally, the tunneling probability dependsymmetry(singlet or triple} and the total angular momentum
on the depth of the potential felt by the electrons, and thus\ around the internuclear axi€( I, etc. symmetry are
strongly bound field-free states will have much smaller ion-good quantum numbers. However, even in the case of a
ization rates than weakly bound ones. Whereas the groundomonuclear molecule like Hthe parity (gerade/ungerade
state of a molecule may still be well described when ignoringsymmetry will be destroyed by the external field. Therefore,
the width induced by the electric field, this may not be thehomonuclear or heteronuclear molecules in a field are with
case for highly excited or Rydberg states. respect to symmetry equivalent to heteronuclear molecules in
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the field-free case. Consequently, one should expect that arawoid the implementation of neycomplex integrals, a nu-
basis that is able to accurately describe heteronuclear dmerical trick is adopted. Using the fact that a scaling of the
atomic molecules in the field-free case is suitable for theHamiltonian can be substituted by an inverse scaling of the
problem of describing an arbitrary diatomic molecule in anpasis functiongd28-3(Q it is possible to obtain the matrix
electric field. elements of the complex-scaled Hamiltonian by an inverse
A very successful type of basis functions has been introscaling of the basis functions. Instead of calculating the ma-
duced for heteroatomic diatomic molecules by Kol@].  ix elements of the complex-scaled basis functions directly,
This basis is expressed in the prolate spheroidal coordinaighich would still be a formidable task, they are calculated
system{1<¢<oe,—1<7=<1,0< p=<2} defined by for a number of real-scaling factors. Then every Hamiltonian
riatrie ra—ris matrix element is fitted by a polynomial in the real-scaling
§=— R MTT R and ¢, (2 factor. This polynomial is used for obtaining the Hamiltonian
matrix elements for complex-scaling factors. The correct
wherej=1,2 denotes one of the two electrodsB are the implementation has been tested in a number of calculations,
two nuclei, R=r, g is the internuclear distancep is the including autoionizing states and single as well as multipho-
angle around the internuclear axis, and,=|rn,—r,. A  tonionization spectra. That code was now extended for treat-
single basis functiony, that is adapted td3, symmetry is  ing diatomic two-electron molecules in an electric field. It is
given by interesting to note that a similar approach has been used in
. 20 5\ Kk the first fully three-dimensional treatments describing th
lﬁk(rl,rz:R)=(1+PLQ)(T’ an external field7,8].
After the calculation of the matrix elements of the
><g?knikggkngke_afl_a§2+ﬁ771+5712, (3)  complex-scaled Hamiltoniaki (e'?¢, 77, ¢b) in the explicitly
correlated basis defined in E@), the complex energies and
where P, , is the permutation operator that interchanges theeigenvectors of the resulting complex symmetric Hamil-
coordinates of the two electrons. A basis set of dimenslon tonian matrix are obtained by matrix diagonalization. Since
is then defined by a specification of the exponents, 3,5  in an electric field no truly atomic or molecular bound state
(identical for all basis functions and N sets exists, all field-free bound states turn into resonances, if the
{Mkipk,QK.E( ,a(} of integers. In the present work four ba- field has nonzero strength. There is an evident numerical

sis sets containiny =400 integer sets and four different sets problt?[rr]n, if the ‘_"’idlth of 'a'statef Iti very ISm?", Sirf‘(;ﬁ in thta_t
— . — case the numerical precision of the evaluation of the matrix

of partly constant, parthR-dependent exponents,«, 3, o o M . .
party parthi-dep P *pB.p ie_lements(thls includes the finite precision in the integration

have been used to obtain the results and to check their rel . : S
an the real axis and the numerical extrapolation into the

ability. Convergence with respect to the size of the basis wa . TSR
also investigated by comparing the results at selected valu&@mplex plangand of the matrix diagonalization is limited.

of R with those obtained with 200 basis functions only. NotePractical experience shows that the basis-set quality is often
that a very efficient inclusion of electron-electron correlationth® most limiting parameter and bettenore completgbasis
is achieved by the adopted type of basis functions, since the§ets allow to determine the width of narrower resonances. In
depend explicitly on the interelectronic distange. the present case, the smallest widths that could reliably be
Although the complete Hamiltonian describing a mol- determined were of the order of about P0a.u. when using
ecule is dilatation analytic, i.e., it can be continued into thedouble-precision accuracy in tiF®RTRAN codes. Of course,
complex plane using the complex-scaling method, this is nothis problem affects mainly the width, but not the position of
the case for the molecular Hamiltonian when expressed imarrow resonances that is typically very precisely deter-
the Born-Oppenheimer approximation. This is true even immined. In the context of the present work the width of the
the field-free case. As a consequence, the standard complextectronic ground state could therefore be determined for
scaling method cannot be applied. A solution to this problentield intensities starting from about 0.05 a.u. In the case of
is provided by the method of exterior complex scaling whereg|ectronically excited states that are weaklier bound than the
only part of the radial coordinate space is complex dilatedyround state, it is of course possible to calculate the field-
[23]. Usually, this is mathematically exact but discontinuousingyced width for correspondingly smaller field strengths. In
scaling is very difficult to implement in a numerically stable o qer to determine the position and width of the electronic
manner, and therefore smooth-exterior scaligd] and the  giateq the complex-scaling anglevas usually varied in be-
reIated., though mathematlcally Iesg well-funded Complex'tween 0 and 0.70 rad in steps of 0.01 rad. The resonant
apsorbmg potential methd@s| were mtrqduced. It.was re- trajectories were then graphically inspected, and the mini-
alized in Ref[26] that the prolate spheroidal coordinate SYS-mum of the 6 dependence numerically determined by a

tem allows, however, a straightforward implementation Offie_gitferencing scheme. It is important to note that the

exterior complex scaling, since it can be achieved by tra”SQUaIitative findings of the present wotkond softening, en-

forming  the electronic  HamiltonianH(&,7,¢) into hanced ionization, etcare all reproduced when using any of
H(e'%,7,¢). In Ref.[27] this procedure was then imple- the basis sets. In most cases, even the quantitative agreement
mented in connection with the two-electron diatomic-between the results obtained with all different basis sets, es-
molecule electronic-structure code of Koletsal. In order to  pecially those containing 400 basis functions, is very good.
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In the present approach, the complex-scaled wave funazally favored adiabatic potential curve, but changing the

tions W 1F(ry,r,;R) describing the electronic part of state ~ electronic charactgror diabatically (keeping the electronic
exposed to a field with strength are obtained as linear character but switching the adiabatic sjaféhe former situ-

combinations of the basis functiofsf. Eq. (3)] ation may be calledully adiabatic limit and the latter one
N vibrationally diabatic limit Of course, the finite vibrational
WOF(r, I, R)= COF (T1.1 R). 4 motion (already due to zero-point vibratipiyields a situa-

none kzl nkVlrar2iR) @ tion that lies somewhere in between those two limits. There

is, however, also another limit possible. In this case, the field
where the(in general complex coefficientsgj,f result from  variation is slow on the time scale of molecular electrons, but
the matrix diagonalization. The wave function expressed thisast on the one of the nuclei. The electrons will thus form the
way cannot easily be related to the one that is obtained foadiabatic in-field potential curves and ionize with the adia-
the field-free case. Therefore, in a second approach thieatic field ionization rates, but the nuclei remain practically
complex-scaled field-free wave functions are calculated in d&ozen during the change of the field. If after the rise the field
first step, and then the operator describing the field is addethtensity remains constant for a time interval that is long on
to the resulting Hamiltonian. Now, the electronic wave func-the time scale of nuclear motion, the field-free nuclear wave

tions are given by packet will propagate on the adiabatic in-field potential
N curves. This situation corresponds to the turn on of a dc field

WOF(r i R) = > C(f;E\Ifﬁ’F=°(r1,r2;R). (5) orarise of_the intensity of a circularly pola_rlzed laser on the
k=1 time scale in between the ones of electronic and nuclear mo-

tion. This situation may be callefiozen-nuclei limit In the

This approach allows a direct analysis of the electronic in-case of a linearly polarized laser with, e.g., optical frequency
field wave functions in terms of the field-free wave func- the field will reach its intensity maxima on a time scale that
tions. is slow with respect to the electronic motion and fast with

It is important to realize the different time scales involvedrespect to the nuclear one, but it will persist only for a very
in the interaction of a molecule with an external field. In theshort time. Then, the nuclei have practically no time to
case of an atom, the different time scales are set by thmove, and only electronic excitatidionization will occur
motion of the electrons and the time variation of the externalnon-moving-nuclei limjt The frozen- or non-moving-nuclei
field. The latter may be due to the turn-on, switch-off, or alimits should not be confused with the fixed-nuclei approxi-
time-dependent field-strength variation in the case of a denation in which the ionization rate is obtained at a fixed
field or additionally due to the time periodicity in the case ofinternuclear distance defined by the minimum of the field-
an ac field. In a laser pulse, the electric-field component varfree ground-state potential curve.
ies depending on the pulse envelope and especially for lin- The solution of the electronic part of the Born-
early polarized lasers also on the photon frequency. Ignorin@ppenheimer Hamiltonian giveby constructioh adiabatic
the envelope of the pulse, the relative time scales of th@otential curves. Nonadiabatic effects are especially impor-
photon frequency and the electror(itinneling motion di-  tant, if nuclear motion occurs on a potential surface that is
vides thequasistaticfrom the multiphoton regimgas was strongly coupled to one or more other potential surfaces.
discussed above. If the field intensity increases fast on th8ince field-induced avoided crossings play an importalet ro
time scale of electronic motion, but remains on this highin this work, it is of interest to consider also diabatic poten-
value for a long time compared to it, thienit of a sudden tial curves. Their calculation is, however, a nontrivial task,
turn-onis reached 10]. In the case of an optical laser this and thus one often adopts schemes that allow to transform
would require elliptical or circular polarization. In the mo- the adiabatic curves into quasidiabatic ones; a procedure that
lecular case an additional time scale is induced by nucleas, however, not uniquely defined. Since it is the external
motion. In the high-frequency multiphoton limit vertical field that induces the avoided crossings, the following ap-
transitions are expected, perhaps with sdosually small  proach was implemented in order to obtain quasidiabatic
corrections due to nonadiabatic couplings between electrorground-state potential curves in the field. The wave functions
and nuclei. are obtained by expressing them in terms of field-free wave

In the quasistatic regime, different situations can be envifunctions[Eq. (5)]. However, instead of diagonalizing the
sioned. Since electronic motion is usually faster than nucleafull Hamiltonian, the largest off-diagonal coupling matrix el-
one, the sudden turn-on limifast intensity rise followed by ement of the field-free ground state with the remaining states
constant intensitywill be similar for atoms and molecules. is set to zero. In this way the field-induced avoided crossing
If the field approaches the intensity maximum slowly com-turns into a true crossing, but the Stark skéhd interaction
pared to electronic and nuclear motion, electrons and nuclevith higher-lying states should still be included in the
can follow adiabatically and populate the adiabatic in-fieldground-state potential curve. Noteworthy, the ignored off-
state. A further complication arises, if the field inducesdiagonal element is exactly th&{dependentcoupling ma-
avoided crossings between adiabatic potential curves and ifix element that is required to, e.g., estimate within the
the nuclei have the possibility to reach the internuclearLandau-Zener model the probability that a certain portion of
distance range of this crossing. In this case, it depends on treenuclear wave packet passing over the crossing will follow
velocity of the nuclei whether the system will pass adiabati-either the diabatic or the adiabatic continuation of the poten-
cally over the avoided crossingemaining on the energeti- tial curve.
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,he complete, fully adiabatic molecular wave functionion YF=°(R) and using it together with the adiabatic elec-
@y, describing both electronic and nuclear moti@nd  tronic ab initio ionization width TF;(R)=—2 Im{V’F(R)}
separating off the overall translational motiois obtained  \hen solving
within the Born-Oppenheimer approximation as a product of .

?n e{gctronic([fﬁf) and a rovibrational nuclead('}) wave iroz_ fo [YMFoR)PFTER)YM-OR)AR.  (8)
unction,

DLE (12, R =PF(r, I RYIN(R). (6)  Asis discussed in Ref10], the results obtained with E(8)

or using the field-free potential curve in E(/) are very
In the present study the electronic states are only calculateimilar, if not too high ionization rate&@nd thus intensitigs
for the case of a parallel orientation of the internuclear axiireé considered. Therefore, the vibrationally diabatic ioniza-
and the field, as should be experimentally relevant, if it istion rate is very similar to the frozen-nuclei one, if the ap-
assumed that at least light molecules align in a field in thigProximations discussed above are used. No explicitly calcu-
way due to the different po|arizabi|ities a|0ng the para”e”ated values in the Vibratioma”y diabatic limit are thus
and the perpendicular direction. Instead of solving the threePresented in this work, since the approximations made by
dimensional Scﬁmﬁnger equation describing the rovibra- Setting the diabatic in-field potential curve equal to the field-
tional motion of a diatomic molecule, only the simplified free one appears to result in a larger error than is obtained

rotationlesgquasi-one-dimensionaéquation due to using Eq(8) instead of Eq(7).
1 d? - -
_ Z E+V§'F(R) YS’F(R)Z Eg:SYS,F(R) (7) IIl. BOND SOFTENING AND ENHANCED IONIZATION

A. Bond softening

Already four decades ago it was predicted, and experi-
mentally confirmed, that the chemical bond in diatomic mo-
lecular ions with an odd number of electrons is softened, if
an external electric field is appli¢d2,13. This phenomenon
is due to the fact that the bound electronic ground state of
those ions is degenerate with the repulsive first excited state

is solved for obtaining the complete molecular wave function
in a dc field. Whilew is the reduced mass of the molecule,
Vﬁ'F(R) is the now complex potential curve of the electronic
staten in a field with strength-. Eﬁ;E is the total energy of
the molecule in the fieldwithin this model, the real part
being the energy position and the imaginary par{EEr,_’hlf} _in the limit R—o (R is the internuclear distang@nd this
being dlggiggly proportlcijnFaI to the width in the fully adiabatic yeqeneracy is lifted by an electric-field component parallel to
limit, I'y)™=—21Im{E, } (cf. above. Equation (7) is  ihe molecular axis. While the effect of bond softening by
solved by expanding the nuclear wave functions in terms ogyternal electric fields was further explored after its first ob-
B-spline basis function§31]. In this way the Schidinger  gservation(see e.g. Ref:32]), the interest in this effect clearly
equation is transformed into a matrix eigenvalue problemj,creased about a decade ago, since the intense lasers devel-
Typically 202 B splines of order 8 have been used in thegpeq by that time create sufficiently strong electric fields to
calculations. Mostly, they span the |n.ternuclear-d|stance iNpbserve bond softening even for very low-lying vibrational
terval from O to 1@,. In some cases it was, however, nec-gsiates. Especially the intense C€@sers should fulfill the
essary to vary or lower the upper bound in order to identifycyiteria for applicability of the quasistatic approximation
the vibrational bound states in the predissociative tunnelingdue to their relatively low frequengyand thus the behavior
continuum created due to bond softening in the field. In allof molecules in such laser fields should show the same ef-
cases, a linear knot sequence was chosen foBtiglines.  fects as that seen in a static electric field. Bond softening

In order to calculate the ionization rate in the vibrationally it |asers was then predicted theoretically and observed for
diabatic limit, Eq.(7) would have to be solved inserting the H,* and later on also for HCI [33—-39. In fact, those ex-
(quas) diabatic in-field potential curve fov;'"(R). As is  periments were performed on the neutral counterparts, but in
discussed below, it turns out that the quasidiabatic curvege interpretation it was assumed that the neutral molecule is
obtained by setting the largest coupling to zero are very simifirst tunnel ionized on the rising edge of the laser pulse. In
lar to the field-free ones, except that they contain some Starjs jonization process different vibrational states of the mo-
shift and some oscillations due to indirect couplings tojecular ion are populated, the population being assumed to
higher-lying states. Solving the vibrational Hamiltonian us-follow a Franck-Condon distributiofwhich is, however, an
ing an electronic potential that contains spurious oscillationgrroneous assumption as is discussed in [f).
is not senseful. To avoid this problem, the curve would have Considering neutral diatomic moleculdsr molecular
to be smoothened. Since there is no unique way for performpns with an even number of electrorte situation should
ing this smoothing, and it will anyhow contain some ap-pe rather different. As Hiskes pointed out already 40 years
proximation, one could instead use the field-free potentiahgo[12], in that case the electronic ground-state potential
curve as a real part of F(R), i.e., RV T O(R)}. curve is degenerate fdR— o with a state of different spin

The ionization rates in the frozen-nuclei- and the non-symmetry. For example, the singlet ground state ofi#l
moving-nuclei limits are necessarily the same. The Fé,@ degenerate with the lowest-lying triplet state. Since the ex-
is obtained from solving Ed7) using the field-free potential ternal field does not couple those stataisleast if relativistic
curveVﬁ*F=°(R) to obtain the field-free nuclear wave func- effects are ignored, and even if they are included, the cou-
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or—— T - T ' T y ] the field. Since both states have the same symméty, (
i they are coupled and therefore show an avoided crossing.
This interpretation is directly supported by Figal, since

? i the field-free potential curve agrees for small valuesRof
= rather well with the lowest-potential curve in the field, while
E’J/o [ for large R it is the upper curve in the field that is energeti-
59T cally very close to the field-free ground-state potential curve.
g This indicates that adiabatically following the lowest poten-
HoT tial curve in the field means that one follows a state that
$ - switches character when passing the avoided crossing. For
[ small R the ground state in the field has predominantly co-
valent character, while the adiabatic continuation after the
gl avoided crossing corresponds to a dominantly ionic state and
lo . . .
5 dissociates into H and H".

In the opposite extreme of a diabatic dissociation a mol-
ecule starting in the electronic ground state will not have the
time to change electronic character when passing over the
avoided crossing. Therefore, it will follow the upper poten-
tial curve, once the region of the avoided crossing has been
passed over, and thus it will dissociate into two neutral frag-
ments. For any finite velocity there is a certain probability
(which again may be estimated using Landau-Zener theory
that the molecule starting in either the ground or the excited
state will dissociate in either of the two dissociation limits,

Tonization rate T' (101 sec™1)
0.1

sl neutral, or ionic dissociation. In an ac or a low-frequency
cf ] laser field the time variation of the external field induces an

L : L : L : ’ additional velocity component and thus an additional param-

0 2 4 6 8 : . . .
. o eter that has to be considered when trying to predict the ratio

Internuclear distance R (in units of ag) of neutral and ionic dissociation fragments for a specific ex-

FIG. 1. Adiabatic potential curves) and ionization ratefb) for perimen_t. ) _ o ) _

the groundsolid) and one excited statdasheglof H, in an electric The field-induced avoided crossing implies a suppression

field of strengthF=0.08 a.u.[For comparison, also the field-free of the ground-state potential barrier. In addition, the potential
ground (X'X;) and first excited stateB(S,) potential curves of ~minimum broadens due to the avoided crossing. Those two
1S, symmetry are showrdotted.] effects naturally influence the position and number of bound
vibrational states supported by the potential well. Highly ly-
pling will be correspondingly weak Hiskes concluded that ing vibrational states become unbound due to the field. Ex-
the only effect of the electric field on the electronic groundactly this effect was called bond softening when it was pre-
state is to induce some Stark shift. Therefore it was arguedicted for molecular ions. Again, the velocity of the nuclei
that no bond softening occurs in neutral diatomic moleculesplays an important role in the prediction of observable quan-
In Fig. 1(a) the two lowest-lying adiabati¢s, potential tities. In the vibrationally diabatic limit, the lower-state po-
curves of H exposed to a static electric field of strendth tential curve continues beyond the avoided crossing in a very
=0.08 a.u. are shown together with the field-free onessimilar way as the field-free one. In this case, bond softening
Clearly, an avoided crossing is observed. Although this findwill almost not occur, since the potential curve is basically
ing is in evident contrast to the prediction of Hiskes, it canonly deformed by the Stark effect.
easily be explained in the following way.,Hlike any co- In Table | the energy position of the lowest vibrational
valently bound neutral diatomic molecule, possesses alsbound state {,=0) is given as a function of the field
some(often energetically rather highly lyingtate with ionic  strengthF. The energies were obtained from solving Eq.
character, i.e., a state that does not dissociate into two neutrasing the field-dependent complex adiabatic ground-state po-
fragments, but into one positively and one negativelytential curves. Due to the Stark shift, the position moves to
charged ionic fragment. While the states dissociating intdower-energy values, if the electric field is turned on. If bond
neutral fragments are only weakly affected by the externatoftening should occur in the adiabatic limit, the lowering of
field (as predicted by Hiskgsthis is not the case for the the minimum of the potential well has to be smaller than that
ionic state. Since this latter state has an increasing dipolef the top of the potential barrier. As can be seen from Table
moment wherR is enlarged, the state which represents disd, at F=0.053 38 a.u(corresponding to a laser peak inten-
sociation in such a way that the dipole is oriented parallel tesity of 10 W/cn?) the minimum is more strongly affected
the field is energetically very favorable, as its energy behavelby the field than the top of the potential barrigne avoided
(for large R) as —FR. For any finite field, the potential crossing occurs at a too large internuclear distaacel thus
curve of this ionic state crosses therefore at some point ththe adiabatic in-field potential curve supports in fact more
ground-state potential curve which is nearly unaffected bybound vibrational states than the field-free one. However,
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TABLE |. EnergiesE of the first po=0) and last {maxad tronic ground-state potential curve of the multiplely charged
bound vibrational state obtained for the electronic ground state ofon may be repulsive and the ion will dissociate. A good
H, and for dif_ferent f_ield strengths within the fully adiabe_ltic Iimit. example is molecular hydrogen, where the doubly ionized
Also shown is the indextnax o) Of the last bound vibrational  gystem can evidently not support any vibrational bound state
state obtained in the frozen-nuclei limit. and describes the repulsive interaction of two protons. This
ionization-induced dissociation in laser fields is termed Cou-

F @ B, (@.u) Bomaag@UW  Umaxag  Umaxoz lomb explosion. The experimental investigation of Coulomb
0.0 —1.164545  —1.000675 14 14 explosion due to laser-molecule interactions yielded, how-
0.05338 —1.174689 —1.017666 16 10 ever, a surprising result. The observed kinetic-energy distri-
0.06 —1.177572  —1.050107 11 7 bution of the dissociation fragments turned out to be surpris-
0.08 —-1.189281 —1.115217 6 3 ingly narrow(see e.g. Ref.36] and references thergirOne

0.10 —1.205617 —1.169065 3 possible explanation would be that the ionization rate of the
0.12 —1.225239 —1.225239 0 precursor state to Coulomb explosion,(Hin the case of

Coulomb explosion of k) possesses d@r-dependent ioniza-
tion rate that is strongly peaked at a specfiomparatively
arge internuclear distance. This explanation was supported
i}rst by semiclassical modelf37,3§, then by gquantum-

already atF=0.06 a.u. the situation has changed and th

in-field potential curve supports less bound vibrational state . . .
than the field-free curve. This trend continues, andrat mech_anlcal calcul_atlons fo_rzlil [7.8]. Although the semi-
=0.12 a.u. only one bound vibrational state is left. As wasCI.aSS'Cal explanation provides a very simple and mt_umve
discussed in Sec. Il this fully adiabatic limit describes thep'thure’ one ShOUIdl tt)e ?ware that it does not explain the
situation where the variatiofe. g. the turn opof the field is phenomenon complete(].

so slow that both, electrons and nuclei can adiabatically fol;[h I?asid on ctjh_e quatntum-mechgn]!ca: galcglatl?_nlét 1S dcleacri
low the changing field. at enhanced ionization occurs in fact due to a field-induce

Depending on the pulse duration and the photon fre_avoided crossing betwgen two potential cury@s]. It is,
quency, the change of the electric-field component of a lasefoWever, not the potential curve of the lower state that shows
may be slow on the electronic time scale, but fast on thé" avo_|ded crossing, but the upper one. This is understand-
nuclear one. In this frozen-nuclei limit bond softening canable’ since the upper curve bends sharply upwards, and may
occur, since the unchanged field-free nuclear wave pack Igen cross higher-lying states that are not so strongly affected

moves on the adiabatic potential curve that has a lowere y the field. As a consequence, the observation of enhanced

potential barrier. In fact, the whole potential curve moves tolonization requires a nonzero population of the upper state. If

lower energies. In Table | the index,,y 1o, Of the highest- g}le %xtelrgtacl)gleli 'T dtl;)r:?: t%r:a Ilr:) agrasdt:;gat;adlht’hsfvzc\;vgz’_
lying bound vibrational state is given for the frozen-nuclei population wou ! w ' u

Case in which there is of course a continuous decrease of t nced ionization is observable. Since the electric field in-
number of bound states, since both the Stark shift of th uced by a linearly polarized laser is not static, but varying

potential well and the suppression of the barrier due to thé‘\”th time, a suff|C|_entIy high freq_uency_ of the laser com-
avoided crossing support bond softening. Already Fat pared to the velocity of the nuclei can induce nonadiabatic

=0.10 a.u. even the lowest vibrational level becomes ungransnmns, and thus population of the upper state, leading

bound. In the limit of nonmoving nuclei, i.e., if the field finally to enhanced ionization. It should be noted, however,

intensity does not only reach its maximum value fast on th that already the finite velocity of the nuclei may be sufficient

time scale of nuclear motion, but remains at that strengt o induce nonadiabaticity into the process. Consider a vibra-

only for a time that is too short for the nuclei to move, nofuonal state of the molecular ion that is populated by tunnel

bond softening will occur at all. It should be noted that in|on|zat|on of the parent neutral molecule and becomes disso-

this work the determination of the highest vibrational boundcgég%sgf tLOeflled_nggssg Eg?r?efogimnggg T?et hi?nre]:u\(/:vlﬁlere
states has been performed ignoring possible tunneling of th Supp - ey p €9
e two potential curvedower and upper electronic state of

) L ; 1
_nuclel. Thu_s a vibrational state is supposed to be u_nbound, e ion) are strongly coupled. Only if the nuclei move suffi
its energy lies above the energy of the corresponding pOtenc_iently slowly over the barrier, the ion will remain on the
tial barrier. Finally, it may be noted that the question to " L : .

which extent bond softening, i.e., field-induced dissociationlower potential curve. For any finite velocity, there is, how-

due to the change of the potential barrier, really occurs in ever, a certain probabilitthat may be estimated e. g. by the

certain experiment depends of course also on the probabi“[%andau-Zener formulathat the ion will change to the upper

for the nuclei to pass over the barrier, while it is suppresse ﬁitﬁ}nli? ct)?'z (S:f;;’ :Ir;rC]{ar?cczgléomzatmn could even occur in

This question can only be answered by a detailed wave- o C :

packet study. Co_ns_lderlng neutral moIe_cuIes like, Hit was concluded

that similarly to bond softening there should be no enhanced

ionization, since the potential curve of the first exciteuh-

glet) state should(due to the missing coupling with the
Besides dissociation, the molecular ions created from tunground statgnot be strongly influenced by the field. Never-

nel ionization during the rise of the laser-pulse intensity maytheless, in Ref[14] numerical evidence was found for en-

be further ionized. At some degree of ionization, the elechanced ionization in neutral Hwhen performing a time-

B. Enhanced ionization
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TABLE II. Coefficients?:f;kF [as defined in Eq(5)] for the adiabatic ground state of,hh a field with
strengthF =0.08 a.u. The indek denotes the index of the adiabatic field-free statéXfsymmetry.

R (units of ag) k=1 k=2 k=3 k=4 k=5
1.40 0.972432 —0.185075 0.036629 0.086485 0.000614
2.00 0.924696 —0.310491 0.082070 0.075933 0.105005
3.00 0.781653 —0.403367 0.102341 0.075653 0.092708
4.00 0.596661 —0.473920 0.322228 —0.075664 0.136885
5.00 0.229922 —0.287121 0.348006  —0.094713 —0.103692
6.00 —0.114035 —0.055541 0.569513  —0.125108 —0.037765
8.00 —0.003198 —0.016422 0.450827  —0.014550 0.056668

dependent quantum-mechanical study of a one-dimensionglound-state potential cury8], a natural explanation of this
model H, molecule. The seen effect was explained in termseffect is based on the behavior of some high-lying ionic state
of the dipole coupling between the ground and the first exin an external electric field. In order to support this interpre-
cited (singled state B',). This coupling peaks around a tation even further, it is of interest to identify the excited
certain range oR, though it remains finite even in the limit state shown in Fig. (&) in more detail. For this purpose the
of R—. Noteworthy, two maxima were found in the one- in-field states have been calculated in terms of the field-free
dimensional numerical simulation. , . eigenstatefcf. Eq.(5)]. The coefficiente{ of the adiabatic
narlg ';Ia?r.t lé?)t;ge;‘g'é?g??r{gtfvﬁ’)r?gxg[;?n;gggntt?; 'gjiggs ground state are presented in Table Il f6+0.08 a.u. as a

; S function of the internuclear distanée For small values oR
are showr:j. The ?vmdted crossing _mt';]he_ real_energ?/ plar|1 e ground state in the field is clearly dominated by the field-
COTESPONAs NOW 10 & true crossing n the Imaginary plane. i, . ground-state wave function. With increasRghis con-

the intermediat& range, close to the field-induc¢avoided o . 4 .
crossing, the ionization rate is rather different from the oné({é?ﬁ“% ((j:?)(r:\rt(raizi(tai?)r?tie;?lgé:]n?h?:f?é&?rézererolir?éaggte
expected from the&k dependence of the vertical ionization Thig confirms again that the adiabatic in—fieldgstate does n'ot
potential. The reason is that in thigregime both potential 9

curves are strongly coupled and thus both states comprisedés’soc'ate Into tWO. ne_utral ground-state H atoms. Th_e de-
mixture of the corresponding field-free states. When a mol< €25€ of the contribution of the field-free ground state is, up

ecule starting to dissociate from the covalent ground statff the field-induced _av0|ded crossing a§4.qao, accom-
enters the region of théavoided crossing, it will gain an panied by a steady increase of the contributions of the field-

admixture of the upper ionic state. Since the ionic compo-‘cree second anc_j third> itaiesBlﬁj andE,Flﬁg ' V_Vh'l‘_a
nent has a much larger ionization probabilitye electron in ~ the strong admixture d8"%. appears to be natural in view
H™ is only very weakly bound the ionization rate is domi- ©f lthe+ large dipole momeint+between the f|e|d-free1 giound
nated by the ionic component in the wave function. BeyondX =) and excited stat8"%., , the admixture of,F X,

the (avoided crossing, the molecule may regain its covalentiS not immediately intuitive, since the dipole moment be-
character(diabatic limiy and thus a lower ionization rate tweenX'X [ andE,F'X vanishes for symmetry reasons.
(converging forR— to that of two neutral H atomsr it ~ The large values o'f:g indicate a strong indirect coupling
may dissociate into ionic fragmentadiabatic limi} and thus  via theB'S | state. Beyond the avoided crossing, the contri-
finally adopt the large ionization rate of H The former case pytion of B3} decreases, while that ﬁ,Flzg increases
results in an enhanced-ionization pattern as is known fromntjl R~6.0a, is reached. Then the latter contribution starts
e.g. B and shows a sharp peak in the ionization rate for ¢ decrease slowly, but remains predominant. The fourth and
narrowR range. In the adiabatic limit the ionization rate will fith field-free states have to be discussed together, since in
drastically increase in the smaR range close 1o the fact the fourth state is thB'S; (in the smallR range up to
(avoided crossing, but it will not diminish afterwards. How- about 3.0,) and the leg (afterwards, while the fifth

e, e s Ik mples s ueloces, 43411 s s o 43, 41 1 e
y b P values the B'3 | state. For small values & (<2.0a,) the

ity within a relatively shortR range may be sufficient to - <t . :
detect almost only protons stemming from tRisange. Also contribution ofH Zg increases strongly, but then it remains

this could therefore explain a comparatively narrow kinetic-rather constant. In fact, the summed contributiorBotX. ;

energy distribution. andleg is relatively constant over the whokR range up
As is apparent from the present discussion both effectd0 6.0,. As was already mentioned, all displayed contribu-

bond softening and enhanced ionization, occur i Bind  tions decrease for very large valuesRf

they are both caused by the same quantum-mechanical phe- Following the discussion given, e.g., in RdB9] the

nomenon, the occurrence of a field-indudesioided cross- B3 has predominantly ionic character in the intermediate

ing between potential curves. From the analysis of the resultR regime R=3a,). For largerR values it is theE,Flig+

and also by comparing th®—o limit of the adiabatic that has a dominant ionic charactém its outer minimun.
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off T T T T T T T T T T T T ground state being most strongly coupled to an excited state
T N\ ] A. If this state undergoes an avoided crossing with another
" ] stateB, both states will mix and the resulting stats and
\. ] B’ are a mixture ofA andB. If the ground state does nir
. ] only weakly couple to stateB, the coupling to staté\’ is
- smaller than the one with stat® On the other hand, the
~ . coupling to stateB’ is larger than the one to staB While
S 1 the sum of the couplings t& andB is equal to the one t8'
) ] andB’ (the adiabatic ground state curve is smgpthis is
not the case, if the coupling to one state ¢r A’) is set to
zero as is done in the used diabatization procedure.
] The diabatization procedure has thus revealed further
/I field-induced curve crossings and shown a large similarity
between the quasidiabatic and the field-free ground-state po-
tential curves. However, in its present implementatiand
FIG. 2. Comparison of the quasidiabatic ground-state potentiajue to the field-induced curve crossings that occur for the
curve of H, exposed to a field of strength=0.08 a.u.(triangles state to which the ground state is coupled most strorthly
with the adiabatic field-fre¢dotted and in-field (solid) potential  (igpatization procedure does not result in a smooth curve.
curve. Also shown is the adiabatic in-field potential curve of therpgrefore, it cannot be used to obtain the nuclear wave func-
first excited statgchain. tion within the quasidiabatic limit. However, considering the

o close agreement with the field-free curve, the latter may be
The ionic character decreases for even larger valugsdafe  sed for an approximate determination of the nuclear wave

to an avoided crossing with another state. In this way thg,ction. Note, the Stark shift appears not to be lingar a
ionic character is transfered from one state to the other, 38 inction ofR), and thus the resulting nuclear wave function

the diabatic lonic _state_cr_osse_s a ”“mber O.f s_tates before ig certainly only an approximation to the correct diabatic
converges to its dissociation limit. This fact is in full agree- one

ment with the interpretation given above that it is the ionic In the context of the diabatization procedure it is also

state which is strongly coupled to the ground state, if an i fina t | th " hich of the states i ¢
electric field is applied parallel to the internuclear axis. It is a/nteresting to analyze the question which of the states Is mos

shortcoming of the adiabatic description that the ground stat§trongly coupled to the ground state. It tums out that in the
is in fact coupled to a number of adiabatic states wReéa ~ Whole R range up to 8 a.uexcept forR<1.0a,) the cou-
varied, simply because the ionic character is transfered in theling to the first excited electronic stat8{X,) is predomi-

Energy E (eV)
-20
T
Ve
’

Internuclear distance R (in units of ag)

the field-free ground state to th&{%,) is largest. Consid-
C. Quasidiabatic potential curve ering this finding together with the analysis of the in-field

states in the field-free basis given above and the found qua-

Another interesting analysis is based on the calculation ofjiapatic potential curve it is clear that the admixture of the
quasidiabatic potential curves. As was discussed beforgjigerent field-free states occurs in the whdkerange dis-
there is no unique dlgbatlzann procedure._ In the present,ssed via th&'3, state. As a check of the accuracy of the
case, the quasidiabatic ground-state potential curve 0f Hyresent calculation, it is interesting to note that the coupling
exposed to an electric field is obtained by setting the Iargesilnatrix element betweeb(lzg and B, agrees(for §=0

coupling between the field-free ground state and the otheénd the different basis setwith the very accurate dipole

field-free states to zero. The result $6~0.08 a.u. is shown .. lements reported in Ref40] within 10%, in the
in Fig. 2. On the first glance a rather good agreement '?ange up to 5 a.u. even within 1%
T u. .

found between the quasidiabatic and the field-free curve. O
a second glance one notices a small shift between these two
curves for largeR values and around the center of the poten-
tial well. These deviations should be basically due to the In comparison to bond softening and enhanced ionization
Stark shift. Noteworthy, the Stark shift appears to be small atound in molecular cations with odd electron number, espe-
both ends of the potential well. Furthermore, the quasidiacially H,*, it is important to emphasize the following as-
batic curve shows an oscillatory behavior at the center of th@ects. In the ionic case, bond softening is induced by the
potential well. These oscillations are also present in the adiadiverging dipole moment between the field-free ground and
batic excited-state potential curve. This indicates that thosérst excited state foR—. As a consequence of the field,
latter oscillations are in fact not due to numerical inaccurathe two states repel each other, tending*te for R—o.
cies, but due to some curve crossings. Since at thos€he lower potential curve bends downwards and thus the
(avoided curve crossings the states involved change theipotential well becomes shallow¢and disappears for suffi-
character, a diabatization procedure that ignores the predomgiently large field strengths allowing for bond softening.
nant field-induced coupling of the ground state to the otheSince the upper curve bends upwards, a new potential well
states fails at those crossings. Consider, for example, thappeargin the adiabatic limit that leads to bond hardening.

D. Comparison between H* and H,
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The internuclear distance at which the field-induced avoided Owing to the unfavorable ratio of ionization and bond-
crossing occurs is rather independent of the field strength. softening induced dissociation,hvill usually ionize before

In the case of a covalent moleculéke H,) the field-free  the critical distance is reached, except if it was prepared in a
ionic states(in the case of K there are only two since H  highly lying rovibrational state. However, no electronic ex-
has only one bound statare strongly affected by the electric citation is required for observing enhanced ionization, but
field, because they behave like a dipole. The ionic state cotthe nuclear motior{or the laser frequengyhas to be suffi-

responding to a dipole parallel to the field bends downwardsgiently fast, if a distinct peak instead of a sharp rise should
It creates an avoided crossing with the ground state, since th§scur in the ionization rate.

position of the latter is nearly unaffected by the field. The
position of the avoided crossin@nd its coupling strengih
depends rather strongly on the field strength. The adiabatic
in-field ground state changes character at the crossing and It is worthwhile to discuss the possibility to numerically
continues along the ionic state after the crossing. As a cortreat bond softening and enhanced ionization for larger sys-
sequence, bond softening occurs, but the effect is weakdéems, such as many-electron diatomic or even polyatomic
than in K, i.e., stronger fields are required. However, in molecules, since the present results obtained forcldarly
contrast to H* and comparable systems no bond hardeningmply that similar effects should be present in dogvaleny
occurs for H, since the upper adiabatic in-field state remainsneutral molecule. As was discussed in Sec. Il standard
purely dissociative. quantum-chemistry codes often provide the option to per-
In the case of K" no enhanced ionization occurs for the form finite-field calculations, and the calculation of the nec-
adiabatic in-field ground state, since the potential curveessary matrix elements does not pose any additional diffi-
bends downwards and is thus not crossed by any exciteglity. The present work offers the unique possibility to
state[7,8]. The upper curve that bends upwards due to thejiscuss at least in the case of tte reliability of such finite-
field-induced coupling with the ground state crosses higherfield calculations for strong fields, since it is possible to di-
lying field-free states that are less affected by the electri¢ectly compare the approximate results with thethin the
field or even bend downwards. At those avoided crossinggiven basis s¢taccurate results obtained using the complex-
the adiabatic in-field upper state changes character and dggaling method. In this context it should also be mentioned
to the admixture of the higher-lying field-free stat@ith  that in a recent theoretical study a standard quantum-
smaller ionization potentiathe ionization rate increases rap- chemistry code has been used to investigate the related prob-
idly in the crossing region, leading to enhanced ionizationjem of electric-field effects on the ionic-neutral curve cross-
For enhanced ionization to be observable, it is required teng in alkali halideg41]. In the case of an alkali halidénic
populate the upper in-field state which in practice may arisground statg there exists an avoided crossing with the first
from nonadiabatic transitions or from the fast oscillation ofexcited state(covalent charactgralready in the field-free
the electric field of the laser. case. As the ionic state is energetically favorable in the field
In the case of K (and correspondingly also for other co- (see abovg its bending down in the field can finally lead to
valent moleculek the field-induced avoided crossing of the the disappearance of the avoided crossing, if the field is suf-
ground state with the ionic state leads to enhanced ionizatioficiently strong. This is the opposite situation compared to
of the adiabatic ground statén contrast to the case of H the one that is considered in the present work.
and other diatomic molecular ions with an odd number of In order to evaluate ionization rates on te initio level
electron$. Thus no population of the excited state is neededhere is the evident problem that standatd-type basis
for this effect. functions will only yield real energy values, and thus not the
The experimental observation of bond softening i H  width. Possible extensions would be to add a complex ab-
requires either a study of highly lying rovibrational states orsorbing potential, but this will result in a complex eigenvalue
sufficiently strong electric fieldgor electric field compo- problem that definitely has to be solved separately from the
nentg. The same is true for § but in this case bond soft- standard quantum-chemistry code. Another possible ap-
ening is weaker and thus requires stronger fields. At the samgroach would be to perform @eal variation of the basis
time the ionization rate of His larger and thus bond soften- functions and an investigation of the real-scaling trajectories.
ing is more difficult to observe in Hthan in H,* . The best  Stable regions should indicate a resonant state, and in prin-
possibility is either the study of highly lying rovibrational ciple, it is even possible to extract the width of the state from
states or to consider a different type of molecule. The obsersuch trajectoriegsee e.g., Ref42] and references thergin
vation of enhanced ionization in,f (and similar systems It has to be emphasized, however, that with increasing field
requires population in the upper electronic in-field state andtrength(and depending on the basis )setore and more
the ion to reach the critical distance. In practice, it seems thatontinuum states will appedrelow the ground state, and
this happens, since the ion is created at the rising edge of thus standard quantum-chemistry codes which often obtain
laser pulse from K which also populates dissociative rovi- the lowest-lying eigenvalues by a variational procedure will
brational states of k. Another possibility is the field- run into difficulties to provide a sufficient number tfon-
induced bond softening that can direct the ion to the criticaverged states in order to reveal the ground state.
distance for enhanced ionization. Population of the upper With respect to bond softening the situation may be more
electronic state can then be induced through nonadiabaticitfavorable, at least if only approximate potential curves are
either due to the laser frequency or due to nuclear motion. seeked for. In this case it may be possible to concentrate on

E. Simplified numerical models
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center of the potential well is rather well reproduced, espe-
cially when considering the small number of states involved
in the calculation. Even the effect of bond softening is pre-
dicted in this simplified calculation. However, due to the
increasing difference between the correct and the approxi-
mate results with increasirfg, a quantitative result cannot be
obtained. In addition, the behavior of the approximate poten-
tial curves for largeR values differs substantially from the
slope predicted by the dipole*HH~ that in fact is the origin

of the bond softening, as was discussed above. It is also
interesting to note that the agreement between the three- and
the five-state model is rather good, especially in the l&ge
part. This indicates the difficulty to improve on this model
and the danger of erroneously assuming convergence. Even
Internuclear distance R (in units of ag) more problematic is the fact that the five-state model shows

FIG. 3. Adiabatic potential curves of Hexposed to a field of §pgriogs OSCHI"_"“O”S E_‘t the outer part of'the potential W_e"'
strengthF =0.08 a.u. Shown is the ground-state obtained using thdndicating that in the five-state model an important coupling
complex-scaling methotsolid) and a complex-scaling angle=0 ~ between states is left out. In other words, if one attempts
corresponding to a standard finite-field calculatisiangles. Also ~ Such an essential-state analysis, one has to be careful to in-
shown are the results usirtg=0 and only the threédashedlor five ~ clude complete sets of interacting states.

(dotted lowest-lying field-free adiabatic states in the calculation. Alternatively to the essential-state analysis, it is of course
For comparison, the field-free ground-state potential curve is als@lso possible to use the results obtained from diagonalizing
given (chain. the in-field Hamiltonian in some finite basis set which corre-
sponds to the standard finite-field approach already men-
a small number of states whose coupling to the ground statéoned. In the present case, this corresponds to a calculation
has to be evaluated. The in-field potential curves are thewhere the complex-scaling angle is fixed to zero. In Fig. 3
obtained from the diagonalization of the resultitdjmen-  the adiabatic ground-state potential curve obtained with one
sionally reduceg Hamiltonian. As is typical for such of the basis sets is compared to the complex-scaling result.
essential-state analyzes, it is of course important to identifClearly, the results obtained on the real axis show rather
the relevant electronic states in a specific system. The preseptonounced oscillations. The result obtainedRer 3.0a, is,
results suggest that in the case of a covalent ground state,tlibwever, in very good agreement with the potential curve
is important to include the states with ionic character, espeebtained from complex scaling. This is to be expected from
cially those having an ionic dissociation limit. In contrast to the essential-state analysis where also good agreement was
the case of K where only one bound state of Hexists one  found in the smalR regime, because the full finite-field cal-
has probably to consider more than one state when treatingulation should not be worse than the essential-state ap-
other molecular systems. A practical problem can be the fagbroach(except for accidental error compensajiddowever,
that also in other molecules there is not one adiabatic ionicather strong oscillations occur for larger valuesRyfand
state, but due tdavoided crossings with a series of states they are most pronounced in the interval (4.5-6.53,
the ionic character iR-dependently distributed over a num- while the amplitude decreases for even lar§evalues. In
ber of states. In this case it may be more useful to try tageneral, the real curve oscillates around the complex-scaling
simulate the diabatic ionic staféom its ionic componenis  result, and if the curve were freed from the oscillatighg
and to calculate the interaction of this diabatic ionic statesome smoothing procedurea reasonable approximation to
with the ground state. This procedure should work especiallfhe complex-scaling result may be obtained. The basis set
well, if the field-induced crossings occur for largevalues  selected for the graph us&sindependent basis-set param-
where a diatomic molecule behaves anyhow more like twaeters in order to clarify that all oscillations are only due to
interacting atoms. the shortcoming of the real-axis calculation, and not perhaps

An expansion in field-free adiabatic states appears on thdue to anR-dependent change in the basis set. Nevertheless,
other hand not very likely to work out, if the analysis of the it is clear from Fig. 3 that without the knowledge of the
adiabatic ground-state wave function exposed to a field o€orrect result, it would be very difficult to know how one
strengthF=0.08 a.u. given in Table Il is considered. While would have to interpret the finite-field calculation, and
for small values oRR the (square of thgcoefficients of the whether the oscillations are physical or not.
lowest 3—5 adiabatic field-free states almost add to 1, this is The source of the oscillations is the coupling of the reso-
not the case for large values & In fact, performing a nant state with the underlyingliscretized continuum states.
calculation including only the lowest-lying 2—8 adiabatic This explains also the absence of the oscillations in the three-
field-free states in the calculation gives a reasonable in-fieldtate model. In that case no continuum states are included in
adiabatic potential curve fdR values belowR~2.5ay, but  the calculation and therefore the ground state cannot adopt
increasingly deviates from the result of the full calculationany width. From the complex-scaling trajectories it is clear
with increasingR. In Fig. 3 the results using the lowest-lying that a resonant trajectory can start on the real axis at some
3 or 5 field-free states are shown. The Stark shift around theather distant point. As an empirical rule of thumb one can

Energy E (eV)

2 4 6 8
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say that the change of the energy position of the resonargation theory has been discusdéor field-free resonances
root in betweeng=0 and 6,,; at which the resonant trajec- before. Avoided crossings should become evident, and even
tory is most stable is comparable to the width of the statethe problem of the spurious oscillations may be cured. Ex-
This explains that one should expect rather small oscillaperience shows, however, that a very accurate determination
tions, and in fact rather small deviations of the position fromof the resonance positioior even its width by the real sta-

its correct value, if the ionization probability is small. This is Pilization method is usually difficult and demands better
in agreement with the very good results obtained on the redlasis-set quality than the complex-scaling method.

axis for smallR values, since there the ionization rate is very

small. However, from this rule alone one would expect that IV. CONCLUSION AND OUTLOOK

the amplitL_Jde of _the qscillation; S.’hOL."d cqntinyously - The behavior of H molecules exposed to a strong static
crease for increasing, since the ionization width increases gectric field has been studied. On the basis of the quasistatic
continuously(in the adiabatic limit discussed herénalyz-  555roximation this allows also the prediction of the behavior
ing the complex trajectories in more detalil, it turns out thatpf ., exposed to an ac or low-frequency laser. For this pur-
the reason for the very strong oscillations is directly due toyose, a three-dimensional, fully correlated initio method
the avoided crossing. The trajectories of the two stronglhas been developed and described that is, however, presently
interacting states show a strong influence on each other anghited to the case of a parallel orientation of the internuclear
change simultaneously as a functionRfThus it appears as axis and the external field. This should be realistic, if the
strong oscillations will more or less necessarily occur if anexternal field leads to a corresponding alignment of the mol-
avoided crossing is present. Similar oscillations, though withecules, as was predicted to happen at least in the case of light
an erratic phase and slightly different amplitudes are obmolecules. The present work allows to predict quantitatively
served with all basis sets employed. In the case ofb initio ionization rates for H exposed to a strong electric
R-dependent basis sets the structure becomes even more &eld.
ratic, and thus no clear oscillations but strong fluctuations Based on the present calculation two molecular strong-
occur. field phenomena, bond softening and enhanced ionization,
There exists an additional problem with the finite-field are predicted to occur for 4l although the lack of existence
(real-axig calculation. With increasing field strength, but of bond softening had been predicted about 40 years ago. It
also for increasing values d® there are, as already men- is shown that both effects have the same origin, the occur-
tioned, more and mor@liscretized continuum states appear- rence of an(avoided crossing between the covalent ground
ing below the adiabatic ground state. This is not only a nustate and the ionic excited state. Based on this interpretation,
merical problem if adopting a standard quantum-chemistrythe existence of both phenomena is predicted to occur in any
code that often determines only the lowest eigensifatgisg  covalently bound neutral molecule. The similarities and dif-
an iterative scheme but also a practical one. How is the ferences to the case of diatomic molecular ions with an odd
correct state identified? Using the present complex-scalingumber of electrons, especially,H, is explained. The im-
approach, this is simplified, since the continuum states showortant role of(a)diabaticity (due to nuclear motion and or
a much more pronounced dependence than metastable the change of the external figlés discussed in the form of
states like the field-free bound states. The curve in Fig. 3 wathe multiphoton, sudden turn-on, fully adiabatic, vibra-
obtained by simply identifying the resonant trajectory, andtionally diabatic, frozen-, and non-moving-nuclei solutions.
selecting its starting value on the real axis. If a complex-The possibility to qualitatively or quantitatively predict bond
scaling calculation cannot be done, one has to adopt a diffesoftening and enhanced ionization for more complicated sys-
ent identification scheme. One way would be to analyze théems than H is discussed by comparing the results obtained
wave function and to follow the root with the largest overlapfor H, using the full numerical approach and simplified al-
to the previousR value. However, this approach will not ternative methods. Although there are evident numerical dif-
solve the problem of the oscillations, and it will yield qua- ficulties, the results are still rather encouraging, especially
sidiabatic curves, since in the case of a possible avoidedith respect to predicting bond softening.
curve crossingas it occurs in the present cagbe overlap The present work indicates the directions of the most im-
will be the largest for the diabatic continuation beyond theportant future steps of investigation for which the present
crossing. The most similar approach to complex scalorg  study has paved the path. First, a calculation of the orienta-
adding a complex absorbing potentiebnsists in performing tional dependence of the ionization rate of id very timely.
real scaling, and thus adopting the already mentioned stab§econd, the time dependence of nuclear motion(andthe
lization methodRef.[42] and references thergirinstead of  external ac or low-frequency laser field should explicitly be
scaling the Hamiltonian, it is often easier to scaisersely included in the study. Work along these lines is currently in

the basis functions. The underlying concept@fa)) stabili-  progress.
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