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Intense laser-field ionization of H, enhanced by two-electron dynamics
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Intramolecular electronic dynamics and tunnel ionization gfrHan intense laser field & 10 W/cn? and
N=760 nm) are examined with accurate evaluation of three-dimensional two-electron wave-packet dynamics
by the dual transformation method. We estimated the ionization probabilities at different values of the inter-
nuclear distanc® and found that tunnel ionization of,Hs enhanced by field-induced two-electron dynamics.
An ionic component characterized by the electronic structufelHor H"H* is created near the descending
well, where the dipole interaction energy with the laser electric i€l becomes lower. lonization proceeds
via the formation of a localized ionic component in the descending well, in contrast to,thedde, in which
the electron is ejected most easily from the ascending welR Asreases, while the population of H™ (or
H*H™) decreases, a pure ionic staté Hi* becomes easier to ionize in an intense field because of the smallar
attractive force of the distant nucleus. As a result, ionization is enhanced at the critical difance
=(4-6)a, (ag is the Bohr radius Although the rate of direct ionization from a covalent state is much smaller
than that from an ionic state, the ionization at laRjé=8a,) mainly proceeds from the remaining covalent
component, which outmeasures the created ionic component. Thus, the field-induced intramolecular electron
transfer between nuclei, which triggers strong electron-electron correlation, is governed by the molecular
structure as well as the field intensity. The mechanism of the ionization enhanced by field-induced intramo-
lecular electron transfer is consistent with the observation of charge-asymmetric dissociation channels of
diatomic molecules such as'™N-N3". We also investigated the intramolecular electronic dynamics by ana-
lyzing the populations of field-following adiabatic states defined as eigenfunctions of the instantaneous elec-
tronic Hamiltonian. An effective instantaneous Hamiltonian fgrwhs constructed of three main electronic
statesX, B 12;’ andEF. We found that the difference in electronic and ionization dynamics between the small
R and largeR cases originates in the character of the level crossing of the lowest two adiabatic states.
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. INTRODUCTION measured momentum distribution of doubly chargedHe
ions. The rescattering and antenna models are unified in the
The development of high-power lasers has opened up thenergy-sharing” mechanism proposed, namely, that the
research field of nonperturbative phenomena in intense fieldshoton energy absorbed by one electron is shared with the
such as above-threshold ionizatiph—3] and higher-order other electron via the interelectronic correlation. The mecha-
harmonic generation of emissi¢g@-5]. In a high-intensity  nism of nonsequential double ionization has also been exam-
and electronically nonresonant long-wavelength regime  ined by numerically solving the time-dependent Scimger
tensity | > 103 W/cn? and wavelengtin>700 nm), a laser equation of Hg15].
electric field significantly distorts the Coulombic potential Compared to atoms, molecules in intense fields exhibit
that the electrons are placed in. The distorted potential formsomplex phenomena arising from their additior@lbra-
a quasistatic barriefor barriers through which an electron tional and rotational degrees of freedom, such as charge-
or electrons can tunndB,6,7]. This type of ionization is symmetric and -asymmetric dissociatigit6—18, alignment
called tunnel ionization. In the case of atoms, such nonpemith an external field19], creation of electronically excited
turbative phenomena can be understood in terms of quasiragments[20,21], and ionization rates that depend on the
static model§8-10]. The quasistatic tunneling condition is internuclear distancgenhanced ionization of molecu)es
given by the inequalityy<<1, wherey is the Keldysh param- [17,22—-24. In the case of molecules, a large part of the
eter[6]. electron density can be transferred among nuclei within one-
Interest has recently been shown in the role of interelechalf optical cycle of an intense fiel@5-31. It is expected
tronic correlation in intense fields. Momentum distributionsthat such intramolecular electronic motion will enhance the
of photoelectrons and recoil ions in nonsequential doublesubsequent tunnel ionization. Field-induced ultrafast electron
ionization of He and Ar atoms have been reporfé,12.  transfer also triggers nuclear motipa8—32. The resultant
The validity of correlation mechanisms such as “rescatterstructure deformations in turn change the electronic response
ing” [8], “antenna” [13], and “shake-off” proposed to ex- to the field, e.g., intramolecular electron transfer followed by
plain nonsequential double ionization has been tested by ditunnel ionization. Enhanced ionization has been experimen-
ferent theoretical approaches. By incorporating the electrontally observed for various molecules such as,d@3] and
electron repulsion term into the so-called intense-field manybenzene moleculds84]. The internuclear distance at which
body S-matrix theory, Becker and Faisil4] reproduced the ionization occurs, called the critical distance, is deduced by
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assuming that the released kinetic energy of a pair of fragSchralinger equation. In the calculations, the two electrons
ment ions comes from the potential energy of the Coulomlare allowed to move in a regularizégdoftened Coulombic
repulsion of the ion charges. The critical distaf;ededuced potential only along the molecular axis. According to the 1D
is a few times larger than the equilibrium internuclear dis-model calculation, the laser field forces the two electrons to
tanceR, [35]. stay near a nucleus for one-half cycle, and the resultant tran-

Theoretical explanations for enhanced ionization starte§i€nt ionic structures such as H* and H'H™ are the main
with one-electron systems such a{Hand "!3+- Recent doorway states to tunnel ionization. Maxima in the ionization

accurate numerical simulations of ionization showed that th aﬁe ‘i"gh relsple(it SR hafve been ;otund f_(t)_r the 1D2Hr:ode||. N
ionization rate is maximum at a critical internuclear distance’ "€ calculated surlfaces and transiion moments refevan

R. and far exceeds the ionization rate of the neutral fragment’[0 main electronic states qualitatively agree with accurate

. . . calculations for 3D H, except that the 1D potentials are all
H [36_32' Trle instantaneous electrostatic poFentlaI fgr theshifted down[42]. Although these features validate the use
electron in H™ has two wells around the nuclei. The dipole

) k ) ) of the 1D model, 3D calculation is indispensable for quanti-
interaction energy for an electron i(t)R/2 at the right  fying the role of two-electron dynamics in enhanced ioniza-
nucleus and-(t)R/2 at the left nucleus, where(t) is the  tjon. It should be pointed out that ambiguous parameters are
laser electric field at imeandR is the internuclear distance. introduced to remove the Coulomb singularity in the 1D
As &(t) increases from zero, the potential well formed model. Generally speaking, the 3D and 1D models give dif-
around the right nucleus ascends and the well formed arounférent populations of HH* and different ionization rates.
the left nucleus descends. Therefore, the ascending and dehe localized ionic structure FH™ geometrically has more
scending wells yield the field-following adiabatic states different forms in the 3D model than in the 1D model.
+) and|—), respectively. In addition to the barrier between To quantitatively understand the electronic dynamics of
the two wells(inner barriey, a barrier with finite width for  two-electron molecules in intense fields, it is necessary to
electron tunneling is formed outside the descending welkolve the time-dependent Schinger equation for the elec-
when|e(t)|#0 (outer barrier. While the adiabatic energy tronic degrees of freedom of a molecyi7]. We have de-
E_ of |—) is usually below the barrier heightg,, can be veloped an efficient grid point method, the dual transforma-
higher than the barrier heights in the ranBg=(6-9)ag  tion method [48], for accurate propagation of the 3D
[29-31,36—39 In this critical range ofR, the upper adia- electronic wave packet of a small molecular system such as
batic state|+) is easier to ionize than is—) [30,36,39. H," [28] or H, [27]. To the best of our knowledge, our
After one-electron ionization from i the bond distance of treatment of H is the first accurate evaluation of two-
the resultant B" stretches in th& _ laser-induced dissocia- electron correlation dynamics of a molecule. The electron
tive potential[29-31,40,4], and then ionization proceeds correlation is ignored or only partially taken into account in
via the|+) state(from the ascending wellthat is nonadia- the single active electron approximatip#9] and the time-
batically created aroun&. from |—) when the fields(t) depenedent density functional metH&@). In this paper, we
changes its sigfii.e., electron transfer between the nuclei is present the results of calculation of electronic wave-packet
suppressed This type of ionization of H' is called charge dynamics of a 3D K model in a long-wavelength intense
resonance-enhanced ionizatip86]. In the case of two- field and show that tunnel ionization of,Hs enhanced by
electron molecules, however, different mechanisms can beld-induced two-electron dynamics.
expected because the two electrons are forced to move in a The rest of this paper is organized as follows. Derivation
correlative way by an intense laser field. of a 3D H, Hamiltonian suitable for calculating the wave-

In molecules, interelectronic correlation in an intense fieldpacket dynamics in an intense, linearly polarized laser field
takes on a different aspect associated with the moleculds presented in Sec. Il. In Sec. lll, the results of numerical
structure; field-induced intramolecular electron transfer besimulation of the electronic wave-packet dynamics of the 3D
tween nuclei triggers strong electron-electron correlationH, model are presented, and the dependence of the ioniza-
For H,, localized ionic bond states HH~ and H H" are tion probability onR is discussed. The intramolecular elec-
expected to be created in an intense fig}d,42,43. The tronic dynamics leading to the formation of localized ionic
formation of localized ionic states should be related to thestates prior to ionization is analyzed by means of “field-
mechanism of ionization of {1 Elucidation of this relation- following” adiabatic stateq|n(t))} [28—31 . Those states
ship is a key to answering the question as to how interelecare defined as eigenfunctions of the “instantaneous” elec-
tronic correlation and molecular structure affect each other ifronic Hamiltonian Hy(t) including the interaction with
intense fields. It is expected that the clarified mechanism o£(t). Finally, in Sec. IV, a brief summary of the results of the
enhanced ionization for two-electron molecules would serveresent work is given together with concluding remarks.
as a prototype of tunnel ionization of multielectron mol-
ecules. We also expect that the formation of localized ionic
states is closely related to the mechanism of nonsequential
double ionization of moleculggi4—44. We briefly describe the derivation of a,HHamiltonian

In previous studie§42,43, we analyzed the ionization suitable for calculating the electronic wave-packet dynamics
process for a one-dimensiondD) H, molecule in an in- in an intense laser fiel®7]. The position of each electron is
tense, low-frequency laser fielohtensityl =10"*W/cn? and  designated by cylindrical coordinatep,¢, and ¢). The z
A=1064 nm) by numerically solving the time-dependentaxis is parallel to the molecular axithe origin of thez axis

II. DERIVATION OF A HAMILTONIAN OF H ,
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being located at the midpoint between the two nucldere, q)({p]} {z}, ) is the sum ofd;+H, and the two-electron

we assume that the two nuclei are fixed in space at a give
. . TR artHq,(¢) obtained by replacing/dy in Eq. (7) with i €.
internuclear distancR and that the molecular axis is aligned B Welrﬁ(a\ae developeéll ar? efﬂcizntxgrld gofni method, the

by_ a_linearly polarized laser el_ectr_ic fie_kf(t)_ [19]. The z dual transformation method, for accurate propagation of an
axis is thus parallel to the polarization directiguarallel po- electronic wave packei26-2§. In this method, both the

larization condition. We first define a one-electron Hamil- wave function and the Hamiltonian are transformettand

tonianH; for the jth electron: AT(¢) consistently so that the numerical difficulties arising
from the divergence of the Coulomb potentials are over-
+V(p;,z)+2ze(t), (1)  come. 'I:he time integration of the Schinger equation
iWw/ot=HT(€)¥ is carried out using the alternating-
direction implicit (ADI) formula[51]. The time step used is
At=0.05A/Ey. The grid end points are chosen agay
=5ay andzy ™= — Zmin~12a,. At the grid boundariesy is
set to zero. The numerical procedure has been described in
detail in Refs[27,28,48.

b2V ap? pidp o2

. 1 1 9 &
H
j

where the last term is the dipole interaction of flk elec-
tron with the fielde(t), andV(p;,z;) represents the Cou-
lomb attraction between thigh electron and the nuclei:

1 1
Vp2+(z—RI2)2  p?+(z+R/2)2 Ill. RESULTS AND DISCUSSION

Throughout this paper, atomic units are used in the equa- In this section, we present the results of investigation of
tions. The length is given in units of the Bohr radmigand  the two-electron wave-packet dynamics of i an intense

the energy is given in units of the Hartree eneEyy. linearly polarized field. The initial state &0 is the ground

If the kinetic energy originating from thxecomponent of stateX 1Eg with €=0. The “exact” initial state can be ob-
the angular momentums (1/2)p;° &zlang , Is added td—l tained by operating a Hanning spectral filtf(|H(¢=0)
we obtain the Hamiltonian of § [28]. Thus, the total —Eo|) on an approximate initial sta®@” [52]:

Hamiltonian of H, can be expressed as
W(|I:|(€=0)—EO|)=Ref [1+cogmt/7)]
0

2 2 2
=2 At | = X o Vadlpih{zhieh | )
! 1= PJ 3 Xexp{ —it[H(€£=0)—Ey]}dt, (8
whereV, is the electron-electron repulsion: where the field strength(t) in H(¢=0) is set to zero. The
filter W is a monotonically decreasing function of the argu-
Vi{pj} izt Aei}) ment. The width oW is given by 1f. WhenE, is chosen to
be near the exact energy of the initial state, the operation of
1 W on ®* diminishes the components other than the “exact”

(4)

initial state contained ib”. Using the trapezoidal rule for
the above integration, the operationwfon ®* is reduced to
Introducing the relative angles between the two electrons, operations of the short-time propagator based on the ADI
formula.
P=¢1— @2, 5 In this paper, we employ the following functichy as a
trial function for the statex:

Vpi+ps—2p1p2 COS 01— @) + (21— 2,)?

and the averagg,

X=(p1+@,)/2, (6) d4(1,2)a(1)b(2)+b(1)a(2), (9)

we can rewrite the two-electron pdrt- - ] in Eq. (3) as wherea and b denote the & atomic orbitals on the right

proton and the left proton, respectively, and 1 and 2 represent

111 1 92 52 1/1 1\ 9 @ the coordinates of the two electrons. The above approximate
Hyp=— —(—2 +—2) <—2 +— |- —(———> ground state meets the required conditions that the exact
2\pt p3/\ag* 4ax 2\ p: p3) 9x i state must possesé=0 and a symmetric property of elec-

tron interchange. The spatial wave function must be symmet-
+Vidipih iz} 4). @) ric with respect to interchange of the two electrons 1 and 2:

Since thez axis component of the total angular momentum |sCD(P1’PZ’Zl,22:¢) ®(p2,p1,22,21,— ¢) for the singlet
conserved for the parallel polarization condition, the waveState.
function takes the product form o#'‘X and a function

®({p;}.{z;}.#), where( is the quantum number for the A. Electronic wave-packet dynamics

component of the total angular momentum. The range isf at different internuclear distances

between 0 and &: the allowed values ar¢ =0, *1, Although the molecular axis is assumed to be parallel to
+2,.... Thus, the total Hamiltonian H(¢) for the polarization direction, the two-electron wave function
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still has five degrees of freedom,,z,,p1,p,, and ¢= ¢,

b) t=r/20)
—¢». Here, to represent the wave packet, we employ the —~ _( )e=n
reduced density(z,,z,) obtained by integrating the square >
of the wave function®(t)|? over the degrees of freedom ;
other thanz, and z, parallel to the polarization direction g
[27]: =
M
P(24,2,) -8 Covalent |
A B N B
[ o 2T -8 -4 0 4 8
=JO dplfo dpzfo depp1pa| P(p1.p2,21,22,0)|°. g|© =m0
10 T 47
= )
8 0
=

This representation is useful because, as will be discussed% -4
later, the electronic dynamics in,Hs characterized by elec- ™ ]
tron motion along the polarization directian The covalent
bond configurations (FH) aroundz, = —z,=+R/2 and the 3
ionic bond configurations (HH* and H"'H™) aroundz,

=z,=*RJ/2 can be distinguished by using Ed.0). As an
example,P(z;,z,) for the exact ground stat¥ 125 atR FIG. 1. Electronic wave-packet dynamics of kh an intense
=4a, is drawn in Fig. 1a). The reduced density map clearly field. The internuclear distance is fixed Rt=4a,. The reduced
demonstrates that the covalent components araysd-z, density P(z,,2,) defined by Eq.(10) is drawn at quarter cycle

= *R/2 are dominant in the ground state Rt=4a,. The intervals(the frequency of the applied field is=0.06E,/%): (a)
localized ionic componentdd*H™) and|H H™) contained t=0; (b) t=7/20=26.2/E; (0) t=n/w; (d) t=37/2w. The

in ®(t=0) are both 19%, where the electronic states ofcontour lines in the four panels are plotted at the same intervals.
[H"H™) and|H H") are defined as H ions of which the The field strength i&(t):O.OEH /_e_ao at t=7/2w gnd s_(t):
centers are located at=z,=+R/2 (in the calculation of —0-0%./€& att=3n/2w. The initial state shown ira) is the

the H state, electron-electron repulsion is taken into ac-covalent character-dominated g+round stattearound z, = — z,=
count. +R/2. The ionic component FH™ aroundz,=2z,= —R/2 (at the

The field(t) that the H interacts with is assumed to be left nucleu$ increases as the fl_eld approaches the first local maxi-

. . mum at t=7/2w, as shown in(b). The wave packet at(t
f(t)sin(wt), wherew is the frequency, and the pulse envelope A : S - )
£ is i I d with time thatf(D) attains it =m/w)=0 in (c) is nearly identical to the initial one ifa). In (d)
(1) .IS Inéarly ramped with tim .SO atf(t) attains its the density around the ionic configuration, € z,= R/2) becomes
maximumf, after one cycle. The field parameters used ar

) ol P Q/ery high because of the stronger field strength=aB=/2w. As
as follows:fo=0.1ZEy/ea (1=5.04<10"W/cnt) andw jndicated by the broken line ifd), an electron is ejected from the

=0.06 /7 (A=760 nm). The instantaneous field strength|ocalized ionic structure. The direct ionization current from the co-
is e(t)=0.0E/eq, at t=m/2w (Which corresponds td  yalent structure denoted by the dotted linegdis relatively small.
=3.15x 10" W/cn?); e(t)=—0.0/ea, at t=37/2w

(1=2.84x 1(,)14 W/C,mz),- . - P,(t). A further discussion of this treatment will be given in
To quantify the ionization probability, we use the overlap ggc. |1 C.
of the wave packet with the initial stataccurate calculation We have calculated the wave-packet dynamics at different
of the ionization probability of Kl in an alternating field \yes ofR. The initial state is the ground electronic state
requires a huge memory and computational jime the  The relative ionization rates estimated frors By, for dif-
low-frequency regime, the population of the initial state atferent values oR are shown in Table I. The field strength is
the moment when the field returns to zétne t at which ;616 photh at=n/w and at 27/w. We consider the relative
e(t)=0 is satisfied, Pi,;((t), is expected to be correlated jsnization rates in the first row in Table | to be those for the
ywth the |qn|zat|on probablhtﬁ(t) as a function of time. It fjg|q f(t)~f(t=m/2w) (the average field envelope between
is convenient to defin®,(t) only ate(t)=0 as the bound {—g andx/w); the relative ionization rates in the second

state component, i.e., the population outside the Hilbertoy, are considered to be those for the fielt)~ f(t
space constructed of the bound states of the zero-field elec- 37/2w).

tronic Hamiltonian. For the 1D model of 1 in which the
electrons are allowed to move only along the molecular axis,
we have confirmed that a{(t) =0 the quantity - P;,;(t) is o
more or less equal t®,(t) and that the decay rate of the = Snapshots oP(z;,z,) for R=4a, are shown in Fig. 1:
norm in the grid space enclosed with an absorbing boundarya) t=0; (b) t=7/20=26.21/E4=0.634fs (/E,
regarded as the ionization rate, is equal to the decay rate 6£0.0242 fs); (c) t=n/w; (d) 37/2w. In a low-frequency

the initial state except in the region &~4a,. In the fol- intense field, an ionic component is created around the de-
lowing, we employ - P;,;:(t) defined ate(t) =0 instead of scending potential well, where the electrostatic potential for

4 0 4 8 -4 0 4 8
2, (units of a,) ) Z, (units of a,) )

1. R=4a,
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TABLE |I. Estimated relative ionization rates for the applied  As indicated by the broken line in Fig(d), an electron is
field at various internuclear distances. ejected from the localized ionic structyte™H™). If the two
nuclei are distant from each other, the ionization potential of

R the localized ionic structure is considered to be as low as the
1.6a9 4ay 6ag 8ag ionization potential of H, I,(H")=0.02F,=0.75 eV.
From 1P, 1/110 18/110 15/110 4/110 The localized ionic structure'is_her)ce unstable a_nd' is re-
att= /e garded as a doorway state to ionization. The direct ionization
From 1— P 1 13 5 3 route from a covalent structure is denoted by a dotted line in
att=2w}:: Fig. 1(d), but the current along the dotted line is relatively

small. At R=4a,, the rate of ionization from a pure ionic
state is at least five times greater than that from a pure co-

_ ) ) valent statgdeduced from the ionizing flyx
each electronz,e(t) or z,e(t), is negative. For instance, the

left well where z; and z,~—R/2 is the descending well
wheng(t)>0. As the field approaches= 7/2w, the ionic 2. R=1.65
component created around the left nuclerms<(z,= — R/2) The reduced densities 8&0 and 37/2w for R=1.6q,
increases to[(®|H H")|?>=0.31. Note thats(t=m/20w) (~Re.=1.4a,) are shown in Figs.(@) and 2b). Despite the
>0. The corresponding reduced density map is shown irntense field strength dt=37/2w, the ionization current is
Fig. 1(b). The laser field forces the two electrons to stay neawvery small. From Table |, we estimate that the chang®in
a nucleus for almost one half cycle. When the field returns tdrom 1.6, to 4a, would enhance the ionization rate by a
zero att=7/w, the packet shown in Fig.(&) is almost factor of 10—20. This is consistent with the ionization rates
identical to the initial one shown in Fig(d), indicating that of the lowest adiabatic state in static fields calculated by
the response to the field is basically adiabatic. SaenZ53]. He has reported that the ionization rate in a static
Until then, no ionization current is observed on the scaldield of e =0.08 /e g, increases fronkR=1.6a, to 4a, by
of the contour line intervals. A quarter cycle later, tat a factor of 40.
=37/2w, as shown in Fig. @), the density around; =z, For R=1.6a5, (®|H"H ) is as large as 0.74 at
=R/2 becomes as large &3P|H"H™)|? = 0.54 because of =37/2w, while (®|H*H )[?=0.58 att=0. As R de-
the stronger fields(t=3#7/20)=—0.09,/ea,. From 3D creases, the population of i~ (or H"H™) becomes larger;
analysis of the spatial configuration of the two electrons, wenowever, the rate of ionization from a pure ionic stateHd
have also confirmed that the ionic component in the descend H"H™ decreases owing to the greater attractive force of
ing well (aroundz,=z,=R/2) is the H ion at the nucleus the distant nucleus exerted on the electron pair. At
where the dipole interaction energy is lower. In the case of=1.6a,, |(®|H"H)|? is large, but the electron cloud df
R=4a,, the population of a localized ionic component is shrinks in comparison with HH~ or H"H". We also note
maximized around the time when the absolute value of thehat the increase if®|H"H™)|? from t=0 tot=3n/2w is
field strength takes a local maximum; then the population obnly 0.16 for R=1.6a,, while it is 0.35 forR=4a,. This
the counterlocalized ionic component is minimized. The in-suggests that the unstable part of the existingHH is
crease in a localized ionic component is caused by the loss @maller forR=1.6a, than forR=4a,,.
the counterlocalized ionic component through an intermedi- On the assumption that the ionization probabifty(t) is
ate covalent configuration. The field-following increase orequal to + P;,;;(t) at €(t)=0, we obtainedP,(t= m/w)
decrease in the localized ionic components means that the 0.00065 andP,(t=27/w)=0.072. The value ofP(t
response of the bound state component to the field is stil= 7/y) is regarded as an ionization probability for one half
adiabatic. cycle atf(t)=0.0FE,/ea, (I1~3x10" W/cn?), which is
the field amplitude averaged in the first half cycle. The ion-
ization probability att=2m/w originates mainly from ion-
ization in the second half cycl®, (t=2#/w) is regarded as
a half-cycle ionization probability at(t)=0.0%y/ea; (I
- ~3x 10" W/cn?), which is the field amplitude averaged in
0 \ L IV - the second half cycle. By fitting these half-cycle data to the
form P,(t)=1—exp(-TI't), we can estimate the ionization
rate I';: I';,=0.00048/fs atf(t)=0.0Ey/eg, and T,
~0.060/fs atf(t)=0.0%y/ea,. We calculated ionization
rates at variouR and confirmed that the obtained ionization
4 0 4 4 0 4 rate is smaller than the value for the corresponding static
. ; field of g(t) = f(t) =const[53].
2 (units of 4, ) % (units of 4, ) We next would like to extend the present half-cycle analy-
FIG. 2. Snapshots of the reduced density gfatiR=1.6a,: (a) sis to longer pulses that are more accessible to experimental-
t=0, (b) t=37/2w. The applied pulse is the same as that used iniSts. The wave function of the lowest vibrationa+0 state
Fig. 1. Despite the intense field strength at37/2w, the ionization ~ of H, has a peak aroun®.. When the initial state is
current is very small. =0, the ionization rate of real Hvith moving nuclei will be

&>
|

al®)r=n20

[}
|

2, (units of @)

1
IS
|
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replaced with an ionization rate of,Hat R~R,. Here, we 1 (a)1=0
84

test thel’, obtained forR=1.6a, as the ionization rate of {H
with moving nuclei. Using thd", obtained, as an example,
we estimated the ionization probability of,Hnteracting
with a 25 fssquarepulse (=0.06E,/%). The estimated
ionization probabilityP,(t=25 fs) is only ~0.01 forl~3

X 10" W/en? but increases to a value near unity (.78) n
for 1~3x 10" W/cn? (which is regarded as the saturation -

intensity). The great difference in the ionization probability !
between the two intensities is in accord with the experimen-

2y (units of a )

tal results[54] that for H, subject to 55 fs laser pulses bf - g (©)t=

=750 nm the appearandghreshold intensity of the H* & § 3.372a)

ion signal is~5x 10" W/cn? and the saturation intensity ‘8 4 @

| s iS ~2X 10 W/cn?. 2 1 @
At 1=3x 10" W/cn?, the ionization ratd”, of H, at R g 0

=1.6a, is larger tharl'y, by nearly one order of magnitude, & ]

whereT'y is the ionization rate of H. Considering the fact = =
thatl,(H,)=0.58, at R=1.6a, is even larger thah,(H) l4 ' o ' ‘I‘ ' é ' l4 ' o ' ‘It ' é
=0.8Ey, this implies that ionization in Hat |<<lg, is i . ) .
greatly enhanced by the electron-electron repulsion intensi- 2, (units of a, ) z, (units of a, )
fied in the localized ionic state.

FIG. 3. Snapshots of the reduced density gfdiR=6a,: (a)
t=0, (b) t=37/2w, (c) t=3.37/2w. The change fronib) to (c)
3. R=6a, and 8z indicates rapid ionization from the created ionic state aromnd
Snapshots of the reduced densities Rox6a, and 8, =2,=R/2. The contour intervals itb) and(c) are one-half of those
are shown in Figs. 3 and 4, respectively. The initial reducedn (@
densities forR=6a, and 8, shown in Figs. &) and 4a) i )
indicate that the ground electronic state at laRyis a state  207/En before the field reaches the local maximumtat

dominated by covalent character. FR 6ag, |(®|H*H™ )2 =3m/2w, which reflects the rapid ionization of the created
* 1 + — . . .

att=0 is as small as 0.016; f@=8a,, it further reduces to M H within a half optical cycle. L

6x 10~4. The reduced densities &t 37/2w=78.5i/Ey, for Another reason Wh)z/ _the ratio of th(_a ionization rate to the

R=6a, and &, are shown in Figs. ®) and 4b), respec- population|(®|H*H™)|* increases aR increases is the sig-

tively. nificant ionization from the covalent state at lafgeFigure

The population of HH™ in an intense field becomes 3(b) and 3c) shows that the ionizing currents from the ionic
smaller asR increases. Around=3/2w, [(®|HTH ) is and covalent configurations f&=6a, are of the same order
at most 0.06 folR=6a, and is very smr—illl less than 0.004. ©f magnitude. As mentioned previously, the ionization rate of
for R=8a,. The decrease in the 1~ population is unfa- a “pure” covalent state is smaII_. F<R=6ao_, the_ ioniza?ion
vorable for tunnel ionization. In addition to the populations@¢ ©Of a covalent state in a static field wite
of H'H™ and H H*, there exists yet another factor that =0.06Ey /eqy is about one-fourth as large as that of an ionic
determines the ionization rate. The ratios of the relative ionState (for £=0.08 /ey, one-tenth [53]. On the other
ization rate estimated at=27/w to the maximum value of 1and, as shown in Fig. 3, the remaining covalent component

(®|H*H )] aroundt=3m/2w are 1.6, 50, 250, and 790 for Outmeasures the created ionic compongide|H™H™)|?,
R=1.6a,,4a,,6a, and &, respectively: the ratio of the which is at most 0.06 arount=37/2w. Therefore, forR

ionization rate to the population of Hi~ (or H™H*) in- =64a,, as well as the ionization of the created localized ionic
creases aR increases. One of the main reasons for this tencoMpPonent, the direct ionization from the dominant covalent
dency is that the created#i~ becomes more unstable Bs

increases. The reduced densityat3.37/20=86.41/E for 8 - (a)t=0 8 (b) t =320
R=6a,, which is just &/Ey after the second peak of the 75 1 ]

field att=3#/2w, is plotted in Fig. 8c). The drastic change u.; 47 4__

from Fig. 3b) to 3(c) clearly shows the onset of rapid ion- = ¢ 0

ization from the created ionic state. A large part of the ionic § E .

component decays to Volkov states; that is, Rex 6a,, the E 4 4 @
created HH™ ionizes completely within a half optical cycle 8 8

(~1.27 fs). This is again consistent with Saenz’s regas] ———— ——
that the lifetime of pure HH~ in a static field withe 8 4 0 4 8 8 4 0 4 8
=0.0eE /eqy is shorter than 0.5 fs foR=6a, (since the 2, (units of a, ) z, (units of a, )

ionic and covalent states have no overlap at ldRyeach
state can be assigned to an adiabatic state in a stati¢. field FIG. 4. Snapshots of the reduced density ofai R=8a,: (a)
For R=6a,, |(®|H"H)|? reaches the maximum at about t=0, (b) t=37/2w.
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component significantly contributes to the total ionization ¢,=[a(1)a(2)+b(1)b(2)—a(1)b(2)—b(1)a(2)]/2.
probability. (119
For R=8a,, as shown in Fig. &), creation of an ionic
state is greatly suppressed. As mentioned previously, . ) .
K®|H*H )2 aroundt=37/2e is less than 0.004. More- Both ground and second excited configuratioig,and ¢s,

S L. - re linear combinations of ionica@,bb) and covalent &b
over, the ionization rate of an ionic state reaches a ceiling a @,bb) 4

large R (=64a;), where the attractive force exerted by the ba) configurations, whereag, is purely ionic. The three

distant nuclei becomes negligible. The ionization rate from é:onfigurations in Eqg(11) are coupled by the large transition

covalent state is also almost independenRaf the field is T%I\% LrJ’nc:jmenr:s <¢é|'('21+'22)|r(11)'2>h:r<1¢2|(czi'l+'22) |$2)
strong enough to lower the ionization barridreoH atomto - Under the condition in which the radiative interac-

the initial energy—1,(H). In this case, the ionization pro- tion Re(t)/y2 is much larger than the zero-field energy

cesses of two nearly isolated H atoms are triggered by onseparations between electronic states, the diagonalization of

electron motion and are independent of each other. The minfn® 3% 3 instantaneous MO electronic Hamiltonian yields
mum field strength required for barrier suppressionthree field-following adiabatic states, i.e., the covalent state

ionization of H is given byl2(H)/4~0.06E, /ea,. This is  (ab+ba)/y2 and two localized ionic statesig and bb)
consistent with the result that the ionization rate of the coval43l: The lowering ionic statega or bb), where the two
lent state is almost independentR{=6a,) in a static field electrons are localized in the descending well, decreases in
of £=0.08E, /ea, [53]. Hence, if the field strength is far €Nerdy by the electrostatic energy shiffe(t)|R of a charge

beyond the barrier suppression strength of H, the ionizatiodiSPlaced from nucleus to nucleus by the field, while the

rate of the covalent state, as well as that of the ionic state, {§N€rgy of the covalent state is relatively insensitive to the
almost independent @t the main ionization route at large ~ fle/d strength. Therefore, when the energy shift)|R of

(>8ay) is a direct one from the dominant covalent compo—|H+_H_> (or[H"H™)) is larger than the gap between the first
nent. excited ionic state and the ground state, the lowering ionic

If the intensity is below a threshold value, for instance, if state and the covalent character-dominated initial state can

£(t)<0.0%, /e, at R=8a,, creation of an ionic state is C'0SS €ach otherin energy. :
inhibited, as will be discussed in Sec. Il C: the dependence The initial ground state is adiabatically connected with the

of the ionization rate ofR is governed by the ionization rate 10Wering ionic state after the crossirg3]. As the field
of the covalent state. In a static field ©f 0.04, /ea,, asR strength increases, the lowest adiabatic state starting from the

increases from &, the ionization rate of the covalent state X State becomes more ionic. In the caseRsf4a,, the en-
decreases up tB~10a, [53]. This suggests that the polar- ergy gap at the_av0|ded crossing between_ the lowest two
ization enhanced by two-electron correlation in the case of &diabatic states is as large as that at zero field strengths be-
weak field induces ionization from the covalent state.R\s C€ause the transition dipole moment of tBeX transition,
increases, this type of polarization diminishes; therefore, ifvhich enlarges the gap, increases ?3/\/5 up o R
the case of a weak field, the ionization rate of the covalenf=32o- AS a result, nonadiabatic transitions to upper adia-
state decreases with increaseRimp to a certain internuclear batic states h.ardly_ occur. T_herefore, ionization occurs from
distance. the lowest adiabatic state directly to Volkov states.

In conclusion, the main doorway state to ionization is the N the case of relatively largR (> R,), the field strength
localized ionic state HH* or H*H™. As Rincreases, while Necessary for creating a localized ionic staig, can be es-
the population of HH* decreases, a pure ionic state " timated by adding the Coulomb attraction between &hd
becomes more unstable in a field because of the less attrag- in a localized ionic state. The energy of the initial cova-

tive force of the distant nucleus. As a result, ionization isleént state is roughly given by 21,(H). The energy of the
enhanced at the critical distanBe=(4—6)a, localized ionic state in the descending well at the field

e(t),E(HTH7), is

B. Electrostatic consideration E(H'H )~ —Ip(H)— | p(Hf)—llR— |8(t)|R. (12)

In this subsection, the electronic dynamics of pre-
sented so far is discussed on the basis of an electrostatic . . . -
model combined with a molecular orbitdO) approxima- A necessary cqndltlon for+th§ formation of a localized ionic
tion. We consider the three representative electronic stateSate iS then given bi(H"H ™)< —2I,(H). We thus have
the zero-field ground stat¥ and two ionic excited states (e critical intensitys; as[43,56
B> andEF [55]. The main electronic configurations in-
volved in these states are three electronic configurations in g=[l,(H)—1,(H")—1/R]/R~[0.53-1/R]/R. (13
the MO approximation, (4o4)? 1so42po,, and (Da)*:

¢1=[a()a(2)+b(1)b(2)+a(1l)b(2)+b(1)a(2)]/2, For R=4a,, £,=0.07Ey /eq, is obtained. The dramatic in-
(113 crease in the population of HH™ shown in Fig. 1d) can be
explained by the fact thak(t)| att=3n/2w,0.0E/eay,
is greater thare,; on the other hand, fofe(t)|<e;, the
dr=[a(l)a(2)— b(l)b(Z)]/\/E, (11b increase in the ionic character is small, as shown in Rig). 1
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FIG. 5. Adiabatic state analysis of the electronic dynamicsof H ~ FIG. 6. Adiabatic state analysis of the electronic dynamicsof H
at R=4a,. The applied pulse used in Figs. 1-4 is plottedan at R=6a,. The effective instantaneous Hamiltonian is constructed
The effective instantaneous Hamiltonian is constructed from threérom the gerade and ungerade ionic statgsand|l,) in Egs.(33)
main electronic state, B, andEF. The energies and populations in addition to the ground electronic staXe The notations are the
of the three time-dependent adiabatic stitds |2), and|3) ofthe =~ same as those in Fig. 5. As shown (o), the energy difference
3x 3 effective Hamiltonian are plotted ifb) and (c), respectively.  between the lowest two adiabatic statks and|2) becomes small-
In (b) and(c), the solid, dotted, and broken lines indicate the quan-est att.= (65,97,112k/E,; , etc. The gap betwedt) and|2) at an
tities for |1), |2), and|3), respectively. The gap at an avoided avoided crossing, 0.08{;, is much smaller than that &=4ay:
crossing is 0.1E,,, which is aimost as large as the zero-field gap the probability of a nonadiabatic transition betweéh and|2) is
(~0.2&). The probability of a nonadiabatic transition between large.
the lowest two adiabatic staték) and|2) is therefore small.

19| W)/ot=He(1)| V), (15
C. Adiabatic state analysis
can be solved numerically. We then convert the stdte

Although Eq.(13) predicts the field strength necessary for X . . ) . :
crossing, to quantify the nonadiabatic crossing, we need tI)rom the obtglned zero-field basis expansion to an adiabatic
tate expansion as

know the energy gaps at avoided crossings as well as the
energy shifts of adiabatic states. In the following, we formu- -~
late the state dynamics of,Hn terms of time-dependent W)= xa|1)+ x22) + xl 3). (16
adiabatic states. The formation of a localized ionic state cal
be quantified by using the eigenfunctigiasliabatic statgf

an effective instantaneous Hamiltoniéh,¢(t) constructed
from the representative three statéB, and EF. We ex-
press the & 3 effective HamiltoniarH .¢(t) using the above
three zero-field states as

the populations of the adiabatic statfl;|}, are obtained

by projecting|¥) onto three statefl), |2), and|3) as;
=(j|¥). The energies and populations of the three time-
dependent adiabatic states ®r4a, and 6, are plotted in
Figs. 5 and 6, respectively. The applied pulse is the same as
that used in Figs. 1-4 and is plotted in Figéa)sand Ga).

Ex — px-e(t) 0

1. R=4a,
Heff(t): _/'LX—BS(t) EB _MB—EFS(t) ,

In the case oR=4a,, the accurate theoretical values for
0 —Heere(l) Eer the X-B and B-EF transition moments are useqi{g=
(14 —1.433Fa; and ug.gr=—3.00kq,, respectively{55]). As
shown in Fig. Bb), the energy difference between the lowest
where Ey ,Eg, and Egr are the zero-field energies of the two adiabatic state$l) and |2) becomes smallest at,
statesX,B, andEF, respectively{55]. Here, ux.g is an ef-  =(69,93,114%/E, etc. The corresponding field strength is
fective transition moment between the sta¥eandB, and  always|e(t.)|=0.067 /ea,, which agrees fairly well with
up.eg is an effective transition moment betweBrandEF. the values;=0.07E, /ea, obtained from Eq(13). The gap
Diagonalization of He(t) yields the time-dependent at an avoided crossing is OBy, which is on the order of
adiabatic stateffj)} and energie$E;(t)}, wherej runs from  the zero-field gap{0.2&,,). The probability of a nonadia-
1 to 3 in ascending order with respect to energy. The timebatic transition betweehl) and |2) is therefore small. As
dependent Schdinger equation foH .(t), shown in Fig. %c), the nonadiabatic transition probability to
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|2) for the avoided crossing &t 69 /Ey, is only ~0.06. At  half of the |2) component existing a, remains when the
small R (<4ap), the main pathway is certainly adiabatic: field returns to zerdat t,=nw/w). In the case oR=4a,,

ionization proceeds through the lowest adiabatic state. therefore, the ionization probability deduced from B;;; is
In Sec. lll A, we have estimated the ionization probability slightly overestimated.
from the quantity * P;,i;, whereP;,;; is the population of The above three-state problem can be reduced to a two-

the initial stateX at (t)=0. To be exact, however, this is state problem by prediagonalizing th&x2 matrix consisting
only approximately valid. Besidd4), there exists a nonzero of the upper two stateB andEF:

component of|2) at e(t,=nm/w)=0 (n being a positive

integed. In the actual wave-packet simulation, the stde Es ~ pe-ere(l) 17)
existing just after the preceding crossingats subjected to — upere(t) Eer '

ionization (for instancet,-,=10%/Ey andt,=93A/Ey). ) ] ) )

At £(t)=0, |2) is the stateB. The ionization potentidl, of ~ SincC€Eg~Ee, the eigenfunctions of the above matrix are
B is 0.1E, at R=4a, The barrier suppression field nearly equal to the diabatic basg®ntaining localized ionic

strength 15/4 for the corresponding one-electron atomic components

model is 0.00&/eay. The field strength required for the _
crossing betweer{1) and |2) is |e(t.)|=0.067E/eay, (IB)~IEF)/V2, (183
which far exceeds the value d)ﬁ/4. In a static field ofe (|B)+|EF))/\/§ (18h)

=0.06E, /eay, the ionization rate of2) is as large as 2/fs

[53]. These facts lead to an expectation that the §@tés  and the eigenvalues areEg+pugere(t) and Eg
rapidly ionized. However, it takes only &2E,~0.3fs — uggre(t), respectively. Using th& state and the above
(=nmlw—t.) until the field returns to zero since the two two states represented by Ed48), we can approximate
states1) and|2) cross each other &t. Thus, at least one- Hg(t) as

E — pxe(t) — ux-ge(t)
X ¥ %
— puxge(t)
Hete(1)~ T Eg+ uperle(t)] 0 _ (19
- t
MX’—[BS() 0 Eg—ay et
2

The ratio of the coupling element uy ge(t)/y2 to the en-
ergy gap between the highest state and the ground &ate, 0=arcta{
—Ex—ugere(t)], is at mostuy.g/uger. This value is
~1.4/3 atR=4a, and becomes smaller & increases. . .
Thus, the effective Hamiltonian for the important nonadia-Where the upper or lower sign should be taken according to

batic transition between the lowest two adiabatic stités whethers(t) is negative or positive. Using these expres-
and|2) can be given by sions, we have, fog(t) <0,

Eyx — uype(V)I2 |1")=cos#h|a)—sin|b), (233
. (20
_ILLX—BS(I)/\/E EB+MB-EF|8(t)| 29 |2’>=0050|b)+sin0|a), (23b

Ex—Eg— uperle(t)]
+ 2y ge(t)

: (22

Heg(D) =

The diabatic basis set used §&X),(|B)—|EF))/\2} for
e(t)>0 and{|X),(|B)+|EF))/\2} for £(t)<O0.

The eigenfunction$l’) and|2’) of H.(t) can be ex-
pressed in terms of

=0+ (B)=ERINZINZ, @18 B {Eg+ pperle(t] +E

[b)=1X)— (1B) = [EF)/V21/V2, (21 + V[Eg+ peerle(D)]—Ex]*+2| uxse (D]},
and (24)

and, fore(t)<0,1’) and|2’") should be replaced with each
other.
The eigenvalues dfi;(t),E; andE,, are given by
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which fit well to the lowest two energies in Fig(t§. The evaluated at=t.. In this case, the nonadiabatic transition
gap probability P;, between|1’) and |2') is given by the
Landau-Zener formulf58]

AESy(t)=[Eg+ mperle (V)] —Ex]?+2| uy_ge(t)]?
(25) Pi,=exd —2mv/|dAE/dt|— ], (30)

reaches the minimum value of OHf/ea, at e(t)  where the gradientdAE/dt| and the constant off-diagonal
=0.06&, /eay, which is nearly equal to the gaps at avoidedelementy att=t, are given by
crossings in Fig. &). In the two-state model, the field
strength required for the crossing(t.), is determined by |dAE/dt|i— = |pmeerde(t)/dt| =, (31
the conditiondAE;,/d|e(t)|=0:

0= pxpe(t)/\2. (32

The transition probabilityP;, evaluated at.=69%/Ey is
The agreement betwedn(t.)|=0.067E/ea, and|s(t)|  0.064. This value is in good agreement with the population
=0.06&, /ea, is also good. The above expression providesof |2) betweent,=69%%/E, and 93%/E, (~0.060), as
a more accurate field strength required for the crossing thashown in Fig. ), which validates the present Landau-
doess;. Zener formula, Eq.(30). As R decreases from &,

The nonadiabatic transition between the lowest two adiav?/|[dAE/dt];—;_in Eq. (30) increases: the larger gap be-
batic stateg1) and|2) can be described well by the two- tween theB and X states requires larger field strengths for
state model: crossing; in addition, the energy shiftsR|e(t)|] of the

adiabatic states that have localized ionic components is small
|W)~x1l1")+x2[2"). (27)  pecause of smaR. Therefore,P;, decreases with decrease

, , ) ) ) in R. The two-state model shows that the main pathway is on
Inserting the right-hand side of Ed27) into the time- 0 |oyest adiabatic state in the region of sniR<4ay).

dependent Schdinger equation foH,(t), we obtain the At small R (<4ay), the ionization probability at(t)=0,
coupled equations for the coefficiengs and x;: P,, is accurately estimated by-1P;,;, because the bound
component remaining at(t)=0 populates only the lowest
(289 adiabatic state, i.e., the initial staxe
To quantify the important ionic character, we define the
gerade and ungerade mutually orthogonal ionic components

|2(t0)|= —2uper(Ee— Ex)/2(ug get 4pss). (26)

a ! H ! ! (90 !
SX1T —IEj()x— ot | X2

J o , [0 as[43]
EXZZ_IEZ(UXZ_ ot X1 (28b)
[lgy=cy(|[HTH ) +[HTHT)), (339
where the off-diagonal nonadiabatic couplif@/ dt is given ) =cu([HPH) = [HHYY) (330)
u/—%u 1

by
where ¢4 and ¢, are the normalization constantscy(
‘9_‘9: px-s(Eg— Ex)[de(t)/dt] (29) ~0.675 andc,~0.744 atR=4a;). In a range aroundR
ot \/E[AEél(t)]Z ' =4a,, Ig> is distributed between th€ andEF states as ca.
0.34:0.66, while |I) is predominant in theB state
which has a peak near each individwal (|<B||u>|2~0.88). Projecting the three stat¥s B, andEF
In the adiabatic case where nonadiabatic transitions fromanto Eqs.(33) for [l ) and|l,), we can estimate the local-
|1') hardly occur, the nonadiabatic coupling/dt is always ized ionic components ifa) and|b), i.e., in Egs.(21). The
smaller than the gapEJ,(t). This condition holds in the localized ionic components if1’) and|2') are obtained by
present case ofR=4a,; d60/dt<0.07/E, (for f, inserting|a) and|b) into Egs.(23): att=3m/2w, we have
=0.1E/ea) andAE5,(t)>0.17E,, . Then, the time dura- N oy .
tion 7, that the system exists in the transition regjoi] is |1)=0.99a)+0.13b)=0.8§H"H") +0.24H"H (>é469
given by the temporal width 06/t aroundt.. The full
width at half maximum of{w/at, i.e., 7, is less than the |2y=0.99a)—0.12b)c —0.45H H ) +0.39H H").
quarter cycler/2w. The width decreases as the field enve- (34b)
lope f(t) or |ug.gg| increases. Since,, for the crossing at
t.=69%/Ey is about 2@/E, (7/20=26k/E,), the cross- State|1’) represents the features of the wave packet in Fig.
ing is nearly isolated from the other ones, e.g., from that afi(d), i.e., that the localized ionic componett™H™) over-
t.=93%4/Ey . For a short-time, isolated crossing, the diago-whelms the countercompongit™H™) and is larger than the
nal energy gap in the 22 diabatic representation in Eq. covalent components. This again confirms that ionization
(20), AE=Eg—Ex+ ugegle(t)], can be linearized with re- proceeds through a localized ionic component contained in
spect to timet; in addition, the off-diagonal matrix elements the lowest adiabatic state in the case of snkal(<4a,).
in Eqg. (20) can be well approximated as constant elementsConsidering the already ionized componentaB«/2w, it
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is reasonable that the localized ionic component involved ins |e(t;)| =0.051E/ea,. The value obtained from E¢13),
the wave packel{®(t=37/2w)|H"H )|?*=0.54, is smaller &,=0.06E,/ea,, is roughly equal tde(t;)|. The gap be-

than|[(1’|H*H™)[?=(0.85¢=0.72. tween|1) and|2) at an avoided crossing, 0.087, is much
smaller than that aR=4a,: the probability of a nonadia-
2. R=6a, and 8a, batic transition betweefl) and |2) is large. As shown in

Fig. 6(c), the population of2) created via the nonadiabatic

As R increases from d,, Heitler-London-type Hif . ; ) X
transition through the avoided crossingtat65i/E, is as

=1)H(n=2) atomic components such assjl(2p,), and
(1),(2s), become predominant in tH& state[55], wherer ~ 1arge as~0.90. . ” :
and| designate the right and left protons, respectively. The Itis shownin Fig. éc) that in addition tq 1), there exists

component (8),(2p,), is mainly responsible for the polar- & Nonzero component 02) atz(ty=nm/w). In the actual
ization (or field-induced deformationof the covalent com- wave-packet simulation, which includes ionization, a large

ponent. For example, as shown in Figéb)3and 3c), the part of statg2) existing_ ju_st _after the preyious cros_sing be-
covalent component takes an asymmetric shape with respet¥€en|1) and|2) att is ionized by the time at which the
to the centerz;=z,= +R/2 whens(t)#0. The three-state f1€ld &(t)=0 returns to zerdfor instancet,_,=105/E,
model using theX,B, andEF states can describe the polar- andtc=97A/E,,). State|2), which is a localized ionic state
ization of the covalent components. On the other hand, theddSt after the crossing, is ionized faster than in the case of
three states become less ionicRuncreases from 4y, al- R=4a, I_Jecause the attractive force exerted by the distant
though the ionic component predominates over a broad rang#/cleus is weaker &=6a,. Therefore, we can assume that
up to R=9a, for the EF state[55]. It turns out that the the ionization probabilityP, at s(t)_:O is nearly .equql to
three-state model is not appropriate for analyzing the dynamt ~ Pinit because then the population of any adiabatic state
ics concerning the ionic states at large other than|1) is expected to be small. In smal (<4ay)

In order to pursue the dynamics of the ionic componentgind largeR (>6ao) regions,P, at e(t=nm/w)=0 is ex-
at largeR, we construct another type of effective Hamil- Pected to be equal to-1Pj,; . This is reinforced by the
tonian as follows. In an intermediate range aroftd4a,,  esults for the 1D Kl model showing that the agreement
the |I,) component is mainly involved in thB state; asR ~ betweenP; and 1-Pj,;; at e(t=nw/w)=0 is fairly good
increases, however, the overlap of Bestate with|l,) de- ~ €xcept in an intermediate region arouRe- 4a,. .
creases. The point of constructing the effective Hamiltonian ~The two-state model based on the formally same effective
in the case of larg® is to replace the state inHq(t) by H_amllt_onlan as Eq(20) can be used to descrlped the_nona—
|1,). In short, theB state is formally forced to represent the diabatic transition betweejd) and|2). The basis functions
role of thell,) component distributed among many excitedare {|X), (|1, = VI=[X[Ig)P1g))/\2} for &(t)>0 and
states. Thel,) component is distributed amongEF, and  {[X).(Ily)+ VI=[(XIT)PIg0)/2} for e(t)<0. The |a)
other excited states. We treat tB& state as the representa- and|b) in [1") and|2") are given by
tive state of thel,) component distributed among many ex-

cited states. Since théstate contains afi ;) component, the @) =[X)+ ([l =VI-[X[I)Pl1g)/ V21132, (363
presentEF state is only allowed to have an ionic component
as large as/1—[(X[I)[[1g). by =[X)~ (1) = VI=[X[I)PlIg))/V2]/\2. (36b)

On the basis of the above consideration, we propose re-
placinguy.g andug.gr in Eq. (14) with the following effec-  The eigenfunctionfl’) and|2') and eigenvalueg; andE}

tive transition moments: take the same forms as those of E(&3) and(24), respec-
tively. Using the two-state model formula E@6), it is pos-
uxs=—(lJ(z1+2)|X), (359  sible to calculate the field strength required for a level cross-
ing as|e(t;)|=0.051, /eay, which is identical tae(t.)|.
pper=—1— |<X||g>|2<|g|(21+ z,)|1).  (35b) In the case oR=6a,, there exists a period for which the

nonadiabatic coupling 6/t is larger than the gap EJ(t).

No modifications to the energi&(, EBv andEEF are made. This is the case if the nonadiabatic transition betWE‘E‘I)
The transition dipole moment betweéhy) and |I,) is as  and|2) is dominant(diabatic casg The transition timer,,
large as(l4|(z1+22)|1,)~R. is given by the period in which the inequality
We present an example of the state dynamics for thédd/dt)/AE;(t)>1 holds. The temporal width of
above-mentioned Hamiltonian. R=6ay, (I,/(z,+2,)|X)  (96/dt)/AE,(t) aroundt, is smaller than that of6/Jt. For
=0.512, and|(X|l4)[*=0.0324: as suggested in Eq85),  the crossing around.=654/E,;, the range in which
ux.s and uger are replaced by the effective ones (96/dt)/AES(t)>1 is satisfied is a time domait~ (t.
—0.5124a, and —5.%4a,, respectively. Inserting the modi- *=3)A/Ey. Since the transition timey,~6#A/Ey is much
fied transition moments into the effective Hamiltonian Eg.shorter than the time differences between two consecutive
(14), we solve the corresponding ScHioeger equation. The crossings, the condition for an isolated transition holds. The
energies and populations of the obtained three adiabatishort transition time is due to the large valueR) of the
states forR=6a, are plotted in Fig. 6. As shown in Fig. effective transition moment E435b) replacing| ug.ge|. For
6(b), the energy difference betweét) and |2) becomes an isolated crossing, the nonadiabatic transition probability
smallest at,=(65,97,1125/E,,, etc. The field strength &t P, is given by the Landau-Zener formula, E§0), as be-
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fore. In the case oR=6a,, the transition probabilityP;,
evaluated at.=654/E is 0.92.P;, multiplied by the popu-
lation of |1) (~0.98) just before the crossing &t
=651/Ey is equal to the population of2) in the range
betweert,=65%/Ey and 97/Ey , which is~0.90 as shown
in Fig. 6(c).

We next show that arount=37/2w~7%/E, the state
|1) is a localized ionic stattH"H™), while |2) is covalent.

PHYSICAL REVIEW A 66, 043403 (2002

parallel to the polarization direction of the applied laser field.
We have estimated the ionization probabilities at different
values ofR to reveal the mechanism of enhanced ionization
in a two-electron molecular system. An ionic component
characterized by the electronic structuréHi or H"H* is

created near the descending well owing to laser-induced
electron transfer from the ascending well. lonization pro-
ceeds via the formation of a localized ionic component in the

As Rincreases, the two-state model becomes more accuratgescendingvell, in contrast to the K~ case, where the elec-

the two state$l’) and|2’) become identical tpl) and|2),

respectively. Using Eqg33) for |l ) and|l,), we can esti-
mate the localized ionic components|afy and|b) in Egs.
(36) (cq~0.7044 ancc,~0.7098 atR=6a,). Inserting|a)

and |b) into Egs. (23), we obtain|1’) and |2’) at t

=3m/2w as

|[17)e[HTHT), (37a

|2y —0.042H"H )+ 0.13H " H*), (37D

which means thatl) is [H*H™) and|2) is covalent. Since
the population of2), P,, is ~0.90 att~3n/2w, the cova-

tron is ejected most easily from trescendingwell. As R
increases, while the population of H™ decreases, a pure
ionic state HH" becomes more unstable in an intense field
because of the less attractive force of the distant nucleus. As
a result, ionization is enhanced at the critical distaRge
=(4-6)a,. Although H, in the ground vibrational state does
not expand tdR. [45], the peak of the ionization probability
aroundR. indicates that ionization will be strongly enhanced
when H, is vibrationally excited.

We have estimated that the chang&ifrom 1.6a, to 4a,
would enhance the ionization rate by a factor of 10—-20. In
the smallR (<4a,;) region, the main doorway state to ion-

lent component outmeasures the ionic component. This igation is identical to the localized ionic state"H* or
consistent with the wave-packet dynamics shown in Fig. 3H"H™. Around R=6a,, the ionization from the covalent
Since P,(t=37/2w)~0.08, the population ofH"H™) in  state competes with that from the created localized ionic
the dynamics based on the two- or three-state model is alsgfate. AsR increases further, the electron density transferred

~0.08. Considering the prompt ionization of H™~ formed  between the nuclei is suppressed: the main character be-
aroundt=37/2w, it is reasonable that the localized ionic comes covalent. Although the rate of direct ionization from a

component  involved in the  wave packet, covalent state is much smaller than that from an ionic state,
|<CI>(t=37r/2w)|H*H*>|2~O.04, is smaller than the value the ionization at larg®k (=8a,) mainly proceeds from the
~0.08. remaining covalent component.

At R=8ay, (I (z1+2)|X)=0.15, and [(X|Ig)?

=0.00115; uyxg and uggr are replaced with the effective
values —0.1%a, and —8.0Ceq,, respectively. The energy

difference between the lowest two adiabatic stdfeésand
|2) becomes smallest &= (63,99,111}/E,, etc. The cor-
responding field strength is |e(t.)|=0.04F/eaq,
[=|e(t)|]. The gap betweeml) and |2) at an avoided
crossing is as small as 0B} : the probability of a nonadia-
batic transition betweenl) and |2) is very large. The
Landau-Zener valuP;, (~0.996) multiplied by the popula-
tion of [1) (P,;~0.996) just before the crossing &
=63h/Ey is equal toP,~0.993 in the range between

Recently, Nibargeet al. suggested that the ionization rate
of a charge-asymmetric pathway of, Man greatly exceed
that of a charge-symmetric pathw@¥8]. For example, an
asymmetric pathway is the ionization frott, 2) to (1, 3
and a symmetric pathway is the ionization frdi 2) to (2,

2), where fi,m) stands for am+m charged state leading to
the dissociation channel I*™* - N""+N™" . Their ex-
perimental results indicate that at small internuclear dis-
tances R~4ay) the rate of the ionization frori, 2) to (1,

3) is larger than that t@2, 2). This is explained well by the
mechanism proposed in this paper that ionization is en-
hanced by field-induced intramolecular electron transfer; that

=63h/E, and 99/E, . Since the lowest adiabatic state is, the first step is the adiabatic intramolecular electron trans-

[1)~|1') is |[HTH™), the population ofH"H™) in the dy-

namics based on the two- or three-state model is very smaf]
as P,(t=3m/2w)~0.004 (in the wave-packet dynamics,

[(®|H"H™)|?~0.001 att=3w/2w). This means that ionic

components are scarcely involved, i.e., the main pathway id
the diabatic one tracing the covalent character-dominate

fer from (1, 2) to (0, 3) and ionization then proceeds from the
reated neutral site t(l, 3). In intense fields, the highép,

3) channel is expected to cross ttie 2) channel. According

to the electrostatic consideration in Sec. Il B, the energy
ifference between th@, 3) and(1, 2) channels is estimated
as—Rs(t)—2/R+Ip(N2+)—Ip(N), which can be negative

state, which is consistent with the wave-packet dynamicé high-intensity fields (>10" W cm™?). Their report that

shown in Fig. 4.

IV. SUMMARY AND CONCLUDING REMARKS

The tunnel ionization of Kl in an intense laser fieldl (

the asymmetric channel is created at a smaller internuclear
distance is consistent with our findings that adiabatic in-
tramolecular electron transfer occurs preferentially at smaller
internuclear distance&f the relevant two states can cross
each other As Rincreases, th€, 2) channel becomes open.

~10"“Wcm ? and A\=760 nm) has been examined with To explain this observation, we propose a mechanism due to
accurate evaluation of two-electron dynamics by the duaklectron localizatiorinonadiabatic transferThe Nt* site of
transformation method. The molecular axis is assumed to bihe (1, 2) channel is located at the descending wigiver-
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energy sideat smallR, but the N site switches over to the The three-state problem can be reduced to a two-state
ascending well at larg&: as R increases, electron transfer problem by prediagonalizing thex22 matrix constructed in
becomes suppressed. As in thg'Hase, one of the electrons terms of the upper two stat&andEF. On the basis of the
trapped in the unstable ascending well can be easily ejected/o-state model, an analytical expression of the field strength
over the inner and outer barriers: thé Nsite turns a N* required for the crossing ¢1) and|2) is derived; moreover,
site of the(2, 2) channel. the probability of a nonadiabatic transition betwegh and

We have also investigated the intramolecular electroni¢) s expressed by the Landau-Zener formula. The results
dynamics that governs the ionization process by analyzingased on these simple formulas agree with those in the three-
the populations of field-following adiabatic states defined asiate treatment.
eigenfunctions of the instantaneous electronic Hamiltonian. thea characteristic features of electronic dynamics pfrH

In & high-intensity and low-frequency regime, only a limited 1, jhtense Jaser field lead to a simple electrostatic view that
number of adiabatic states participate in the intramoleculag, . atom in a molecule is charged by field-induced electron
eIectrpmc_ dynamics, i.e., dyngmps of bou_nd electrons. Th?ransfer and ionization proceeds via the most unstéahkest
effective instantaneous Hamiltonian for, Hs constructed oqatively chargedatomic site. The success of the adiabatic
from three main electronic state, B, andEF (at largeR,  giate analysis for Horiginates from the fact that the dynam-
the last two electronic states are replaced with the ungeradgg of hound electrons and the subsequent ionization process
and gerade ionic statesBy solving the time-dependent can be clarified in terms of a small number of “field-

Schralinger equation for the 83 effective Hamiltonian, we following” adiabatic states. The properties of adiabatic states

have f(_)und that the difference in electronic and ionizationof multielectron molecules can be calculatedayinitio MO
dynamics between the smdR case and the larg® case

S X : methods. While the time-dependent adiabatic potentials cal-
originates in the character of the level crossing of the lowest |ated by the MO method are used to evaluate the nuclear
two adlaba_nc states. . ) dynamics(such as bond stretchingntil the next ionization

As the field strength increases, the lowering second 10wy cess, the charge distributions on individual atomic sites
est adiabatic statf2) comes closer to the lowest adiabatic 5re ysed to estimate the ionization probability. We have al-
sta_te|1> startln_g fro_m theX_ §tate. The transition _perlod N ready applied this approach to a multielectron polyatomic
which a nonadiabatic transition betweg) and|2) is com-  gjecule, CQ, in an intense field31,32 and revealed that
pleted is much smaller than the quarter optical cyeléw. in the CO2" stage the two G-O bonds can be symmetri-

Thus, a nonadiabatic transition is localized around the tim(?:a"y (concertedIy stretched while accompanied by a large-
t. when the field strength(t) reaches the value required for amplitude bending motion. This approach is simple but it has

a crossingg(tc). In the case oR<4a,, the energy gap at \ige applicability in predicting thelectronic and nuclear
the avoided crossing betwegh) and|2) is as large as that gynamics of polyatomic molecules in intense laser fields.
at zero field strengths. As a result, nonadaiabtic transitions to

upper adiabatic states hardly occur. WHeift)| is larger
than |e(t)|, |1) is ionic, while|2) is covalent. Therefore,
ionization occurs from statel) characterized by a localized
ionic state HH™ or H"H™ directly to Volkov states. In the This work was supported in part by the Development of
case of largeRr (>4a), nonadiabatic transitions occur from High-Density Optical Pulse Generation and Advanced Mate-
|1) to |2) when these two states cross each other. Ror rial Control Techniques and by grants-in-aid for scientific
>6a,, ionization proceeds mainly through sta®, which  research from the Ministry of Education, Culture, Sports,
is a covalent character-dominated state whps(t)| Science and Technology, Jap&Brants No. 12640484 and
>|e(ty)]. No. 14540463
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