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Absolute emission cross sections for electron-impact excitation of thep33s transition in Al 2*
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Crossed beams of electrons andAlons combined with fluorescence detection were used to measure the
absolute cross section for electron-impact excitation of the ions to yield 186.3 nm and 185.5 nm photons from
the 3s-3p transition. The measured cross section near the 6.7 eV threshold energy is akdiet 16cn?,
and some resonance structure near threshold is indicated. Total relative uncertaimjiesd typically about
6%, to be combined with an 11% absolute calibration uncertainty. Total uncertainties at high confidence level
(90%) are around 20%, using a coverage factor of 1.7. Comparisons made with various theoretical calculations,
specifically distorted wave and nine-state close coupling, show better agreement of experimental values with
distorted wave calculations, with the measured values being higher near threshold than the most recent close-
coupling calculations.
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[. INTRODUCTION tiply charged ions. In recent years, a merged electron-ion-
beams electron-energy-loss technique has been introduced

Calculation and measurement of cross sections fof11,12. Because of superior energy resolution compared to
electron-impact excitation of ions has been an active area d¢he other methods, it has produced some of the best data for
research for several decades, heavily motivated by the ingXploring the role of resonances in excitation cross sections,
portant role p|ayed by these processes in various hot p|asn’1’:ﬁ]d because of Iarger interaction volumes and superior signal
environments—most notab|y astrophysicaL controlled fu.detection efficiency it has allowed making measurements on
sion, and atmospheric explosions. Calculations have maturé@iore highly charged ions and a broader variety of species.
to the point that scientists in large international consdtja  This newer method is, however, confined to measurements
calculate and make available many thousands of cross setelatively close to threshold. Still another relatively recent
tions. This is not to say that theoretical results have beefinovation for study of multiply charged ion@articularly
experimentally tested to the point that one can have unflincheffective for very highly charged iohss the use of the
ing faith in them. Indeed, it has been shown in a number oflectron-beam ion trafd 3] and related source/trap methods.
cases—especially where resonances play a major role—th&here are other methods that account for a smaller fraction of
painstaking care is required, since a small error in Ca]cu]a’[in@'BCtron-ion excitation investigations. The various techniques
resonance positions can lead to mistakes in the amount @nd results have been reviewidd!] a number of times over
interference, and thence to incorrect cross sections. the years.

Aluminum is influential in a number of plasma and astro- Here we report one of the very few measurements on
physical environments. For one example2Alemission Mmultiply chargedons using the crossed-beams—fluorescence
lines have been observed in the solar ultraviolet spectrurfletection method. Cross sections for multiply charged ions
with the ratio of their line intensities considered as usefulusing this technique have been publisfé8—18 on C**,
temperature diagnostid®]. Because of the importance, a N**, and Hg". This work on AF* has been briefly re-
number of calculationg3—7] of excitation rates and cross ported[19] in abstract form previously, but we neglected
sections have been performed. In this paper we will makdroper publication of the results. Since results on the same
specific comparisons with the distorted-wave calculations ofxcitation using the merged-electron-ion beams energy loss
Mertset al.[6] and the close-coupling calculations of Mitroy (MEIBEL) technique have recently been obtaine®], it
and Norcros$8]. was deemed important to make a comprehensive report of

Experimental efforts to test theory for electron-impact ex-this work and results so that a proper comparison could be
citation of ions at first focused on plasma rate measurementyade.

[9]. Later, crossed beams of electrons and ions with fluores- The process under investigation here is for the sodiumlike
cence detection were employgtD], and this technique has ion, AI*",

accounted for a major share of the data and experimental

tests of theory. Because of experimental limitations most of a|2+ (35 25)+ e AI2*(3p 2P%) +e—Al2*(3s 2S)+e

the data obtained using this method have involved singly

charged ions with only a few cases of measurements on mul- +hv, (1)
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Registering i guided to the collision region via an assortment of electro-
Electronlcs |7/~ o static lenses where they are traveling in ¥hdirection and a
" magnetically (0.02 T) confined, variable-energy beam of
X nterference . . . . . .
Fllter electrons traveling in thg direction collides with them. Pho-
1 Supersil Window tons emitted by the excited ions into a fixed and known solid
AR’ lons from ' P . . ..
ORNL PIG =I.;= Limiting Aperture angle centered abqut t_tzedlrecnon pass through a d_eflnmg
— /% aperture, a supersil window, and an interference filter, and
' i —— their numbers are measured by counting them using a cali-
i p =109 rom b | ol h ltioli . i
//v < i rated vacuum ultraviolet photomu 'tlp ier. A scanning S.It
B=002T Q‘\%:."!tul B ‘ beam probe is used to measure the ion and electron distribu-
e E Beam Probe tions in thez dimension for the two beams. Beam particles
7™ are collected in appropriate Faraday cups and their currents

are measured.
FIG. 1. Schematic illustration of the experimental apparatus. Both beams impact background gas and some surfaces,
producing photons that are detected by the photomultiplier.
where the photon wavelength is 186 nm and the thresholdo separate the photons produced from the beam-beam inter-
interaction energy is 6.6 eV. At as low an energy as 14.3 eVaction from these background events, both beams were
one may excite the®?D level, which can cascade through chopped and two registering scalers were gated in a manner
the 3p 2P° state and thus, provided the resultant photor[28] that the difference in events recorded by the scalers is
reaches the detector, this excitation will also be detectedhe desired signal. Signal counts using this scheme are col-
That is to say, excitation of higher levels followed by cas-lected over only about one quarter of the time, with back-
cade through the |3 2P° state, giving rise to 186 nm radia- ground from the electrons, background from the ions, and
tion that reaches the detector will be part of the measuredark background being collected during the other three quar-
ment. Hence, the measurement here is that okmmssion ters, respectively. The emission cross section is calculated
cross section rather than axcitationcross section except from the measured quantities using the expresg2@h
below 14.3 eV, where only thep3?P° level is energetically
accessible. Labeling the ground stats,?$, with g; the de- 1 R g€, F
tected emitting state, 8°P°, with f; and the cascading states TN, T (V71 12)"2D(2g\)’ 3
with the running indexj; we thus have, for the measured boe
emission cross sectiom,.,, in terms of the respective exci-
tation cross sectiongyy,

whereR is the photon signal count ratge is the charge of
the ion, e is the electron charge; andl, are the total cur-
rents of ions and electrons, respectively, ancand v, are
Tem(f—0)=0e(g—T)+ > y(j—f)oelg—j), (2) their respective laboratory velocities. The fadfomith units

i=f of length, accounts for the spatial overlap of the ion and
electron beams with spatial distributioR$z) andG(z), re-
spectively, and it includes the relative spatial variation of the

etection sensitivityy(z,\). It can be represented by

where y(j—Tf) is the branching fraction fronj to f. The

doublet nature of the system is not taken into account her

as the?P,,, and 2P, levels are separated by only 29 meV,

and the emission lines of 185.47 and 186.28 nm are not

separable in the spectroradiometer used here. F=j R(z)dzf G(z)dz/f R(z2)G(z)n(z,\)dz, (4)
Experimental excitation cross sections near threshold

measured using the MEIBEL technique have been reportedh

previously for other Na-like ions: Mg[21], SP* [22], cB+ ~ WNe'€

[23], and Ar* [24]. Generally, good agreement has been

. Z,\)=Dg(z,\) =+ (eYe/"T—1)] 5
found between the experimental values and those calculated 7(20)=Dr(zN) =11+ ( )2 ®
using close-coupling theoretical methods. with

Il. EXPERIMENTAL APPROACH We We
I1=J e ¥"DR(x,z,\)dx J Dg(X,Zo,\)dx (6)
A. General 0 0

The experiment was performed using the crossed-beams
apparatus at Oak Ridge National Laboratory. Thus, the tecrﬁnd
nigue is closely allied to that reported previously for mea- . "
surement$15,16 on C* and N*, and many details of the |2:f eX/ViTDR(X’Z,)\)dX/f *Dr(x,2o.\)dx. (7)
method can also be found in Ref&5,26] on excitation of We 0
singly charged ions. A schematic illustration of the experi-
mental configuration is shown in Fig. 1. lons from the source The average probability that a photon of wavelength
(ORNL PIG) [27] are extracted and accelerated by a 10 kVemitted in an arbitrary direction from the=z, plane in the
potential and are then mass-to-charge analyzed. They awmllision volume will be counted is given b9 (z,,\). The
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quantityDg(z,\) is the relative variation of that probability cathode by a series of slotted plates maintaining a uniform
with heightz such thaDg(zy,\)=1. Dr(X,z,\) is the rela-  electric field parallel to the magnetic field, thus minimizing
tive probability averaged over the width of the ion beam thatspiraling of the electrons along the path. The beam was
a photon emitted from a line parallel to the electron beanthopped by applying a square pulse more negative than the
will be detectedyv, is the width of the electron beam, amd  cathode to one of the electrodes. Typical electron currents
is the lifetime associated with the transition giving photonsranged from 1QuA to 320 wA between 10 and 100 eV and

of wavelengthh. The subtraction of; in Eq. (5) is to ac-  were measured with a calibrated current to frequency con-
count for the fact that some ions, due to the finite lifetime ofyqrtor. The beam was approximately 5 mm high and less
the excited state, do not radiate while within the electronnan 2 mm wide.

beam, and the term withy accounts for emission beyond the 1 glectron collector was strongly biased. This serves

glectron_ beam which is St.i" detecte_d. In this experiment tthO purposes, the first of which is to prevent secondary elec-
integrations ovek can be ignored, since the beam travels atons from escaping. Second, a problem with magnetically
v; 3.8X10" cm/s, andr~2 ns. The quantity, corrects for '

anisotropy in the radiation, and is given by confined electron beams is'that it is difficult to ensure that
' there are no electrons elastically reflected from the collector
entering the beam and traveling in the “opposite” direction.
), (8)  The strong bias and closely spaced razor blades on the col-
lector helped to minimize this, i.e., only in a very small

where the cdsé term is averaged over the solid andle angular conelgrowing smaller with biascould e]astically
subtended by the detector at the point of emission. In thi¢eflected electrons overcome the potential barrier presented
experiment the polarizatioR is not measured, but it is esti- Py the bias. At higher electron energies, however, the bias

mated to be small based on theoretical considerations as di¥@s typically too weak to totally ensure nonreflection of
cussed later. Henc&,, is near unity. beam. Hence, one-sided uncertainties attendant to this must

be assessed at the highest electron energies.
The electric field from the ion beam deflectors which
compensated for the magnetic field of the electron gun
The AP* ions were formed by situating a rod of alumi- leaked into the gun region and compromised the electron
num directly into the ORNL PI1G27] and using CCl as the  energy distribution. Typically, this gun desig5,31] has
discharge gas. Free chlorine in the Penning discharge in comxhibited an electron energy distribution of about 0.4 eV full
tact with the hot aluminum makes aluminum chloride, whichwidth at half maximum{(FWHM). However, with the degrad-
has a high enough vapor pressure to yield a significaning fields just mentioned, the energy distributiai is here
amount in the vapor phase. The discharge was located bé&roadened to about 1.5 eV FWHM as determined by the rise
tween the poles of a large magngtreviously a cyclotron with energy from threshold of the excitation cross section
magne}, and a pair of curved plates near the exit hole of themeasured here with this modified gun. Normally, if there are
source produces an electrostatic field transverse to the mage resonances at threshold, electron-ion excitation cross sec-
netic field, so that ions of a particular mass-to-charge ratigions rise with infinite slope at thresho(gtep function [32].
are directed through an exit aperture placed outside the magdhus, the derivative of the experimental curve at threshold
netic field in a sort of Wien filter arrangement. The ion gives the energy distribution.
source was held at-10 kV, so that in grounded transport
regions and at the interaction region, the?’Alions had an D. Photon detection and radiometry
energy of 20 keV and a velocity of 3810’ cms L. In the . . o .
interaction region the confining magnetic field for the elec- The spectroradiometer illustrated in Fig. 1 consists of a

trons causes deflection of the ions, and this is offset by par(_jefining aperture in the collision box, a supersil vacuum win-

allel plate deflectors before and after the entrance to the ele low, an interference filtei33], and a photomultiplie(PMT)

tron gun. Typical ion currents at the collision region during biﬂmwll't:e agr;r%r;rrlgfte” elﬁ]zt;(;n'r?d' ;28 :Irlzt:n(;e g:?urpesth:n d
the experiment were of order LA. The height of the ion the t IN€ was ftl;ey 'ndou TF]e f'I\;\(/ar transmpss'on as
beam was of order 3 mm, and the ion beam *“fit within” the € lransmission o Window. ! Ission w

electron beam. Calibrated current integrators of the charg garefully measured as a function of angle and that informa-

to-frequency conversion type were used to measure the io} on was incorporated into the data analysis._The effect of the
current collected in the Faraday cup which had a suppressérf’creased path length due to the vacuum window was taken
electrode to prevent escape of secondary electrons. Into account. The cell between the window and the photo-

multiplier was filled with argon, and tests were made to en-
sure that there was no absorption of photons in this cell by
that gas.

The electron beam is from a gyi®0] adapted from a An absolute calibration of the system was made and tests
design that was carefully studied and repoifigd,31. The performed as described in the Appendix. A detailed evalua-
gun is immersed in a magnetic fie(0.02 T) generated by tion of Dg(z,\) was made by mapping the response of the
permanent magnet rods between pole faces. This allows thghotomultiplier over its surface. The absolute sensitivity
attainment of a moderately high density beam even at lowD(z,,\) was determined to be 4.9810 ° counts per
electron energies. The electrons were accelerated from a hphoton.

1
YQ=(1—P<co§a>Q)/ (1— §P

B. lon beam

C. Electron beam
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E. The anisotropy factor 18 —r—rrrr —T—TT T —T—T T
The anisotropy factorYqy, shown in Eq.(8) involves ~ 18 -
knowledge of the polarizatioR of the emitted radiation and € L ]
the solid angle). Percival and Seatdr85] have shown that  « 5 i
for 2P—2S multiplets, an initial polarization of 0.43 is ex- 2 12 | n
pected at threshold, going t60.27 at high energyignoring T 1ok N
cascadgfor electron impact excitation afeutral atomsand 2 - .
detection perpendicular to the electron beam. For excitatior§ 8 [ 7]
of ionsit is expected that the threshold polarization will be 6 |- -
reduced due to the Coulomb field mixing of higher partial g i 7
waves. Previous measureme[@28] and theory[36] suggest  © [ ]
that this threshold reduction factor is probably about 1/3. For 2 - -
sodium-like ions it is expected that the fine and hyperfine o Lo/ ol e
couplings(for 2’Al, 1=5/2) will cause any initial polariza- 10 100 1000

tion of the orbital angular momentum, which gives rise to
polarized photons, to be converted into polarization of elec-
tron and nuclear spins. The formalism of Fano and Macek FiG, 2. Experimental cross sections vs interaction energy. Hol-
[37] can be used to calculate this effect when the lifetime ofiow square points are shown with relative uncertainties at e 1
the state and fine and hyperfine splittings are known. CalcUevel; shaded circular points at six energies are superimposed on the
lation for 2’Al?* gives a photon polarization reduction by square ones and are shown with total expanded uncertaintiéth

0.13, leading to an expected polarization of 0.018 at thresha coverage factor of 1.7 believed to be at about the 90% confidence
old going to—0.035 at high energy. The attendant anisotropylevel. Upper solid curve represents UDW calculations of Merts
factor is then expected to differ from unity by the order 1%et al. [6] including some cascade as discussed in the text. Lower
at all energies. Due to the approximate nature of the estisolid curve is from a CCV9 calculation of Mitroy and Norcrggs.
mates, the small correction is not applied to the data, and Both theoretical curves have been convoluted with a 1.5 eV FWHM
one-sided energy-dependent uncertainty is assessed. Gaussian energy distribution.

Electron Energy (eV)

Sources of uncertainty are listed in Table I. In the assess-
ment of uncertainties, two-sided symmetric uncertainties

Colliding charged particle beams are notorid@8] for  have been combined in quadrature, and one-sided uncertain-
spurious signals when the backgrounds from both beams affs have been linearly added to the result.

high compared to the true signal. Thus, the space charge of

one beam can slightly alter the trajectorigsd in turn the TABLE . Individual sources of total uncertainty in the cross
background caused by the beaaf the other beam leading section measurement; presented with a coverage factor of 1.7 in an
to unwanted signatures of beam-beam interactions appearirattempt to make them equivalent to 90% confidence level.

in the detector. Various tests help to ensure that these effects
are not significant for the cross sections measured. In thi§ources of uncertainty in emission U at “high”
context, the beam currents, the ambient pressure, and tiggoss section determination (90%) C.L.in %
chopping frequency were varied in experimental tests, and

F. Experimental tests

: . ectroradiometry, exclusive of one-sided +16.7
no systematic effects were found in the data. The absence gﬁ. ! ¥, eXCUSY '
; ) . isotropy uncertainty
apparent signal below the energetic threshold is also taken ciron current measurement 17
evidence that space charge effects did not influence the daﬁ o
on current measurement +1.7
reported here.
Beam overlap factor +3
lll. RESULTS AND DISCUSSION Photon counting efficiency =3
lon velocity +0.5
The measured cross sections are shown for 25 interactiodncollected beam currents +1
energies in Fig. 2. The hollow square points are shown withTypical” statistical uncertainty in data +10
relative uncertainties at thed level. At six energies, shaded Quadrature sum of two-sided uncertainties +20
circular points are superimposed on the relative points an®ne-sided uncertainty, anisotropy:
these six points are shown with totdsoluteuncertaintied) Low E +0.9
with a coverage factor of 1.7 so that the confidence level is High E -2
90%. There is the impression that a resonance structure apne-sided uncertainty, reflected electrons:
pears near 12 eV, about 2 eV below the onset of cascade. AsLow E -0
noted earlier, the rise of the cross section from threshold High E -2
defines the experimental electron energy spread, since wittbtal U at “high” (90%) C.L.:
zero energy spread one expects an infinite slope at threshold.Low E +21,-19
A Gaussian distribution of 1.5 eV FWHM fits the rise  High E +16,—24

satisfactorily.
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[34] against a NIST precalibrated photodidc9)]. QOB

Figure 2 also shows results of the convolution of the 1.5 8\3:0
eV FWHM Gaussian energy distribution with the data from
two different theoretical calculations. The top curve in the  FIG. 4. Variation of PMT[28] sensitivity over its surface.
figure represents the unitarized distorted wal¢dW) cross ) )
sections from Mertset al. [6]. The plotted curve contains  Clearly, the experimental results cannot be said to agree
results calculated from Eq(2), where the final radiating Well in magnitude with what one regards as the most sophis-
state, P 2P, and cascade to that state from thik s, 4d, ticated and complete theoretical data. Unfortunately, how-
4f, and 5 levels have been included. The lifetime associ-€Ver, the present experiment does not separate the theoretical
ated with cascade from thed3and 4s levels to the P level res.ult.s in a defir_ritiye way. The experimental vaI_ue_s are seen
is around 0.7 ns, so the associatep-@s photons readily 0 I|ejust at or within the_total exp_anded uncertainties at 90%
reach the detector. The theory indicates that these two ca§onfidence level, meaning that if one were to perform the
cades account for about 90% of the cascade radiation, arRMe experiment over again including new calibrations and
that cascade contributes about 10% to the total signal; thu&easurements, the chances are about 10% that there would
detailed lifetime and branching analysis was not carried oupP€ “9ood” agreement with the more sophisticated theory.
for cascade from the other levels. Taken in the absence g€ dominant uncertainty in the experiment is the radiomet-
other considerations, the agreement between the experiméi calibration, and, as seen in the Appendix, the largest con-
and the UDW results is good. tribution there_ comes from the calibration by NHSOW _
Also shown in the figure as the lower curve is the convo-NIST) of _the diodes L_rsed for transfer to the photomultiplier
luted result of a nine-state close-coupling calculation ofdetector in the experiment.
Mitroy and Norcros$8]. These authors carried out an exten-  AS the results stand, the UDW results are favored over
sive investigation of the process under study including fouthose of the CCV9 method. However, as mentioned earlier, a
different theoretical approximations. The most complete ig€cent experimerj20] using the MEIBEL technique that ob-
that shown, and it includes close coupling of tre 3p, 3d, viates the neerj to do ab_solut_e radiometry has been per-
4s, and 4 levels with 4d, 4f, 5s, and 5 pseudostates formed, and it is reported in this volume. In that case, the
coupled in as well. Two-body polarization potentials were"€Sults agree well with the CCV9 results and do not agree
included in the scattering Hamiltonian, and semiempiricalith the UDW within the expanded uncertainty. It has been
(giving “best” eigenenergiesHartree-Fock wave functions note_d already in the Introduction that measurements on c_Jther
were employed. This CCV9 calculation agreed well with theNa-like ions using the MEIBEL technique agree well with
similar CCV5 (without pseudostatggesults and less well the close-coupling theory.
with a five-state close-coupling calculation not including po-
larization potentials, a calculation with results lying interme- ACKNOWLEDGMENTS

diate to the CCV9 and UDW results. The CCV9 resig$ This work was supported in part of the Office of Fusion

show a sharp drop in the cross section for excitation to th%nergy Sciences of the U.S. Department of Energy through
3p level at an energy very close to where cascade Sets ifzontract No. DE-A102-95ER54293 with the US National
The cascade contribution from thel34s, and 4 levels i te of Standards and Technology. The authors gratefully

adds to the total emission cross section in a way that a rath%rcknowledge assistance of J. W. Hale in operation of the
smooth curve is predicted in this region of energy. Howeverapn -pIG ion source.

resonances can clearly be seen in the nonconvoluted CCV9
results[8] at energies below the cascade onset. Such reso-
nances are extremely sensitive to details of the calculations,
and the apparent feature at 12 eV in the experiment may well To obtain an absolute cross section, it is necessary to de-
be related to those calculated. termine bothD(zy,\) in Eq. (3) and Dg(z,A) in Eq. (5).

APPENDIX: CALIBRATION
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TABLE II. Individual sources of uncertainty in the assessmentnormal for the photonT(\) is the transmission of the inter-
of radiometric sensitivity; presented at ther level. A coverage ference filter and windows as a function ®f andr is the
factor of 1.7 is used in presenting the total in Table I. distance from the point of emission to the spot on the pho-
tocathoder =[(x')?+ (y’)?+ z?]. The integral is performed

;O:F:Zit?;r:gf;:?;;y % izclee r\tzllnty, over a number of different values afand fitted to within
0.03% to the functional formz’/z)2.
The calibration arrangement is illustrated in Fig. 3. Pho-

Ignoring decay length <0.1 tons of wavelength 184.95 nm from a Hg discharge lamp
Dead time correction +1 were selected with a 3/4 m vacuum monochromator. Light
Interference filter correction for angle <0.1 from the monochromator could be transported to two ports
of incidence using a stationary spherical mirror and a plane mirror which
Determination of pulse counting efficiency +0.5 could be rotated about two axes. The motion of the plane
Numerical integrations +1 mirror allowed the detector sensitivity, including the supersil
Determination of step size *1 window, to be mapped out; thus givirg,(x’,y’,\). The
Measurements af,, diameters of limiting *1 motion also allowed a calibration transfer from one of two
apertures, and other geometric factors NIST-calibrated photodiodd89] to the benchmark point on
Calibration of electrometer for diode *7.5 the detector, thus determinii®(zy,\). The variation of the
comparison photomultiplier sensitivity over its surface is shown in Fig. 4.
NBS (NIST) calibration of photodiodes +9 The strong variation illustrates the need to have a well-
Photodiode to photomultiplier transfer +2 defined reference point as well as the need to carefully inte-
(scattered light, spatial uniformity, efc. grate over surface. The value Bf(zy,\) was determined
Scattered light in crossed beams apparatus +2 both before and after the experimental measurements and the
Quadrature sum +9.8 values obtained agreed within 0.3%. A wavelength correction
Anistropy of light: of 1% between 184.95 nm from the Hg lamp used in cali-

Threshold +0.5 bration and the weighted average of the?Aldoublet at

High energy limit -1.2 185.74 nm was determined using a quasicontinuous, though

less bright discharge lamp.

The supersil window transmission was determined sepa-
Since the response of a photomultiplier generally varies subrately and found to agree with the manufacturer’s specifica-
stantially over its surface, it was necessary to map out thgons. The window was examined using a polariscope and

response in detail. TheR(z,\) was obtained from found to be free of strains that might have been present due

to mounting. The amount of scattered light entering the de-

Dg , ., ..cogy) R tector was shown in separate tests using an isotropic light
DR(Z’M_EJ Dr(x"y",M) r2 T(ydx"dy’, source to be-2% (+2%).

(A1) Uncertainties associated with the radiometry are listed in

Table Il at the Ir level. Two-sided uncertainties are com-
whereD,(x’,y’,\) is the relative sensitivity at wavelength  bined in quadrature, and one-sided uncertainties are added
of the photocathode at positioms,y’ on its surfaceDg is  linearly both here and in Table I. A coverage factor of 1.7 to
the sensitivity of the photocathode at some chosen benclgive an equivalent 90% C.L. has been used in entering val-
mark position such thdDg(zy,\)=1, \ is the angle off of ues from Table Il into Table I.
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