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Comparison of intense-field ionization of diatomic molecules and rare-gas atoms
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Strong, short laser pulses have been used to ionize diatomic molecules and rare-gas atoms. Using mixed
species targets, intensity-dependent ionization yield ratios have been measured directly for pairs of molecules
and atoms with similar ionization potentials. Specifically, ionization rate ratios for homonuclear
(N2:Ar,F,:Ar,Dy:Ar,0,:Xe,S;: Xe) and heteronucleaiCO:Kr, NO:Xe, SO:Xe¢ molecules have been ob-
tained. Our experimental results are compared to the predictions of several approximate theoretical models. In
general, these models fail to accurately describe the detailed differences in the intense laser ionization rates of
atomic and diatomic targets.
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. INTRODUCTION case of Q. First, the production of a doubly excited state, via
collisions of a rescattered electron and the molecular ion,
Single electron ionization is perhaps the most fundamenwhich then dissociates into two neutral atoths., dissocia-
tal process initiated during the exposure of an atom or moltive recombination has been proposed as a mechanism that
ecule to an intense laser pulse. It is also one of the besfould suppress the production 0§ 0[19]. Subsequent mea-
studied. In atoms, the single active elect{&hE) approxi-  surement$§20] show little dependence of the,Guppression
mation has enabled quantum simulations of strong-field iongy, the ellipticity of the laser polarization, indicating that the
ization phenomena that reproduce even the most compleissociative recombination mechanism is unlikely to be the
energy and angular distribution spectra with high accuraC¥n ree of the anomalously low,0 yield. Second, a modi-

51_5]'.;— here F}?vle even t:gen ;ectent'thteoreUcaI ;ucctehsses fidd tunneling model that accounts for the two-center poten-
escribing muttiple ionization of atomic arget where € = sal of a diatomic moleculg¢23] provides qualitative agree-
SAE approximation cannot be used. There is, however

growing interest in understanding the ionization behavior Of’nent with the Q data, but is unable to explain the magnitude

molecules in strong fields, as lasers are being used for dqu the suppressiop23]. Talebpouret al. [21] also consider

verse applications such as controlling the photofragmenté[-he orientation of the two-center potential relative to the laser

tion branching ratio of large moleculdég—9] or as “soft” polarization to explain thg suppression of ionization i .D
ionizers for mass spectrometrjl0-12. Unfortunately, They. calculat.e an eﬁectlve'charge for incorporation into
quantum calculations on even relatively simple diatomicatomic tunneling theory and include an effective increase in
molecules are extremely difficult, and strong-field molecularthe molecular ionization potential due to the non-negligible
ionization is generally treated using more approximate mulFranck-Condon overlap between the field-free ground state
tiphoton[13,14] or tunneling[15—17 models. and field-free vibrationally excited states of the molecular
Early experimental datfl8] indicated that the ionization ion. They achieve good agreement between theory and ex-
rates of diatomic molecules were essentially identical tgperiment provided that the correct value of the effective
those of atomic targets provided the electron binding enercharge is use@21]. Third, a recent investigation of the in-
gies were nearly the same. Thus, approximate formulas thdlluence of vibrational motion and field induced changes in
yield surprisingly accurate total ionization rates in atoms,bond lengths on the ionization rates of End G also pre-
and depend only on the ionization potentid) of the target  dicts reduced ionization rates relative to companion atoms of
and the laser intensity and wavelength, were expected to préhe same IP, but cannot quantitatively account for the ob-
dict strong-field ionization rates of molecules as well. Moreserved suppressidi24].
recent observations have challenged this idea. The ionization The results of two recent calculations, based on very dif-
of O, (IP=12.07 eV) was found to be suppressed, by apferent theoretical models, are in quantitative agreement with
proximately an order of magnitude, relative to X = the G, and N, experimental data. Both models suggest gen-
12.13 eV [19,20. In a similar result, hydrogen molecules eral prescriptions for treating the complexities associated
were found to be harder to ionize than “companion” argonwith molecular structure in a straightforward way. Guo has
atoms[21]. In contrast, N displayed[19,20 an ionization introduced a structure correcti¢f5] to a tunneling formula
rate quite similar to the rate of argon, which has a similar IH17]. As in the case of B described above, the observed
(see Table | for a listing of target IPs as well as other mo-suppression of @is reproduced, provided the correct param-
lecular properties eters for the effective nuclear charge and effective IP are
What makes some, but not all, diatomic molecules hardechosen. In the context of this model, the observed absence of
to ionize than their companion atoms? Several attempts havaippression in N[20] is explained by the uniform distribu-
been made to explain the available data, particularly for theion of the outer electrons around the ionic molecular core,
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TABLE I. Summary of the target properties. IP is the ionization poterflglis the average internuclear
distance,V gounq is the ground-state wave function, and HOMO is the highest occupied molecular orbital.
The values were taken from R¢R2]. We were unable to locate polarizability measurements for SO and S

Target  IP(eV) Ry (A) CationR, (A) Polarizability (102 cm®) Wy, HOMO

N, 15.581 1.098 1.116 1.7403 3 oy
F, 15.697  1.412 1.322 1.38 2 Ty
D, 15.467  0.742 1.056 0.795 3 og
0, 12.070  1.208 1.116 1.5812 34 L
S, 9.356  1.889 1.82 3 g
SO 10.294  1.481 1.42 33" g
co 14.014 1128 1.115 1.95 3t og
NO 9.264  1.151 1.063 1.7 21 g
Ar 15.764 1.6411

Kr 13.997 2.484

Xe 12.13 4.0455

resulting in an atomiclike potential with an effective nuclearcompared to atomic targets of similar ionization potentials.
charge of 1.0. Some of our results were at odds with theoretical predictions,
A second model, proposed by MuthdBm and co- particularly with regard to Sand F. In this paper we pro-
workers[26] explains the suppression of,@s a “two-slit”  vide more details of the previous measuremdits], and
interference effect, arising from emission of electron waveseport on measurements of four additional species;@D,
from two distinct centers in the diatomic potential. By add-NO, and SO. When combined with the previous measure-
ing an interference ternj26] to a generalized form of ments, we have completed studies of most readily available
intense-field many-bodg-matrix theory[27], they are able diatomic molecules.
to correctly predict the suppression of @nd its absence in We report molecular:atomic ionization yield ratios rather
N,. In the low energy limit where the ionizing electron’s de than single species ionization probabilities in order to pro-
Broglie wavelength is long compared to the internuclearvide more accurate data for comparison with theoretical
separation, completely constructit@estructive interference  work in this area. While the individual ionization rates vary
occurs if electron amplitude is emitted from the respectiveby up to eight orders of magnitude over the intensity ranges
atomic centers perfectly in phaéaut of phasg In molecules  studied, the yield ratios typically differ by less than a factor
with symmetric electronic ground-state wave functions, e.g.pf ten over this same intensity range. In addition, our mo-
N,, the interference is constructive and ionization via ejecdecular and atomic data are taken under identical conditions,
tion of low energy electrons proceeds as if from a singleso that the ionization ratios are not particularly sensitive to
atomic center. On the other hand, in molecules with antisymthe fine details of the laser beam spatial mode or its focusing
metric ground states, e.g.,Qhe interference is destructive, characteristics, and relative intensity calibration between any
totally suppressing ionization through dominant low energytwo species is guaranteed. Therefore, the intrinsic uncertain-
channels. Indeed, as predicted, recent measurements fg#s in the comparison of experiment and theory for indi-
above-threshold ionizatiolATI) show an absence of low Vvidual species are minimized. Because accurate atomic ion-
energy electron emission during strong-field ionization ¢f O ization rates are presumably straightforward to calculate,
[28]. Muth-Bohm et al.[26] also made a quantitative predic- direct comparison of experimental and theoretical ionization
tion of ionization suppression of,Felative to N.. Moreover,  Yield ratios should provide stringent tests of calculations of
the interference model predicts ionization suppression in alhigh field molecular ionization. The collective results pre-
diatomic molecules with antisymmetric electronic groundsented in this paper indicate that an accurate, general, and
states. Recently, the formalism has been generalized to syrractical method for calculating intense-laser ionization of
metric polyatomic molecules as wéR9]. The conclusion of diatomic molecules does not yet exist.
Ref. [29] is that multicentered complex molecules cannot
have a higher ionization rate than single centered atoms,
since the interference effect can only decrease the total prob-
ability for ionization. Indeed, suppressed ionization has been Measurements of the relative ionization yields of indi-
observed in g@Hg molecules[11,30. If suppression due to vidual targets are challenging since, given the rapid change
interference effects is a general phenomenon in moleculan the ionization rates as a function of laser intensity, an
ionization, the model provides a useful tool for calculatingaccurate measurement depends critically on control of the
accurate ionization rates of many molecules. laser intensity. As a result, these experiments are sensitive to
Motivated by a desire to test these theoretical predictionssmall changes in the laser power and alignment. Further-
we recently reported31] high precision ratiometric mea- more, in order to simplify the interpretation of the data, most
surements of the ionization rates 05 NO,, S,, and K as ion yield measurements are made with an aperture limiting

Il. EXPERIMENTAL METHOD
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the volume of the ionization region exposed to the detector o1k ' des T T T ]
[20,32. As a result, small changes in the position of the laser . < .
focus due to both nominal beam alignment and shot-to-shot 016 co™ 0% i
fluctuations in the position of the laser beam can also have a _ 014} 004 et i
sizable effect on the measured ionization rates. Instead of ;§~, 012l oop sy st |
concentrating on perfect shot-to-shot and run-to-run control & ' B+ /\

of the laser intensity and spatial position, we have opted for % 010 - &i\ /\8.3 o
a different approach to reducing the contribution of system- % 0.08 | -
atic errors. Introducing the molecular target of interest into E 0.06L ]
the ultrahigh vacuum{UHV) chamber concurrently with a g

reference atomic target allows high precision determinations ~ %04} Kt T
of relative ionization probabilities. Since any change in laser 0.02 | -
intensity or alignment affects both analytes, the reliability of 0.00 ) L " , ) .11”
the measurement is enhanced over separate, single target, 2 3 4 5 6 7 8 9
measurements. While this ratiometric approach is not new Time-of Flight (us)

for ionization measurementsee, for example, Ref33)) it

is particularly useful in cases where small changes in the FIG.1. Atypical ime-of-flight spectrum showing CGand Kr"
laser intensity have such large impact. This section describdgnized by 100 fs, 790 nm laser pulses at an intensity of 5.3
our experimental technique, with special attention paid to the< 10" W/cn¥. Note the isotopic resolution on the Kipeaks.

key issue of sample characterization.

the spectrometer changes had a significant impact on our
results. The microchannel plate signal is amplified and single
ion events are recorded with a multichannel scaMcES).

The experiments are performed using a commercialhe MCS is capable of counting multiple events per trigger
Ti:sapphire laser that produces 790 nm, 100 fs pulses with awith a pulse pair resolution of 20 ns; however, the sample
energy of 2 mJ at a repetition rate of 1 kHz. The pulse dupressures are adjusted to ensure a count rate of approxi-
ration is monitored with a single shot autocorrelator. Pulsemately one event per trigger or less for all masses at all
attenuation is performed with a half-wave plate and polariztimes. The TOF resolutiom/Am is approximately 200. A
ing beam splitter and the subsequent pulses are focused witample TOF spectrum of a mixed CO and Kr target is shown
either a crown glass lens with a 30 cm focal length or a goldn Fig. 1.
mirror with a 5 cmfocal length. The maximum intensity of At each laser intensity, data are collected for anywhere
these focused pulses is in excess o1 cm 2. For some  from ~10° to 10’ laser shots. Multiple measurements at
targets, discussed in Sec. Ill, the 790 nm pulses are used &ach intensity were made to confirm the reproducibility of
pump an optical parametric amplifi@@PA) producing 1365 the results. After baseline and background subtradtisu-
nm, 80 fs pulses of approximately 150J, also at a repeti- ally negligible the ion yield for eachm/q is determined by
tion rate of 1 kHz. These pulses are focused with the 5 cnmumerical integration. This yield is then divided by the num-
focal length mirror to produce a maximum intensity of ber of laser shots and by the partial pressure of target gas. In
10" W cm 2. The absolute intensity of the laser is deter-this manner, the ionization probability is determined for each
mined from the threshold for multiple ionization of rare gastarget species in units of cour(ot tor). Runs with over 1
targets reported by several other grolip6,34—38. An al-  count/shot for any species are discarded to avoid any count-
ternative intensity calibration is obtained from the measuredng problems. The ratio of molecular to atomic ionization is
beam-spot size, energy, and pulse duration. The absolute idetermined by dividing the ionization yields for the indi-
tensities determined from these two methods generally agreddual species. Our data can be most easily compared with
to within a factor of 2 or 3. the data of Gucet al. [20], who also measured the yield in

The ionization region is longitudinally confined by a 1 units of countgkhot tory (see Fig. 1 in Ref[31]). Only the
mm slit. A two-stage time-of-flightTOF) spectromete[37] ratio can be reliably compared, however, since differences in
is used to extract the ions to a chevron microchannel platéhe ionization volume lead to differences in the yield even
detector. While the exact spectrometer geometry changedhen the partial pressures of the different experiments are
several times, the bulk of the measurements were made witlaken into account.

a 1.3 cm extraction region, a 0.64 cm acceleration region, While single ionization is by far the dominant channel
and a 44.5 cm field-free drift region. Typical spectrometerobserved, at higher intensities the double ionization and mo-
fields are 1160 V/cm for the extraction region and 760 V/cmlecular fragmentation channels are non-negligible. For the
for the acceleration region. These fields are strong enough tata presented here, these channels are handled in one of two
obtain 47 collection of ions with kinetic-energy releases of ways. In most cases, the fragmentation and double ionization
less than 0.5 eV. For some species, notabjyA, measure- channels are simply added to the single ionization yield. The
ments were made with several different spectrometer geonresulting data then represent the ratio of total molecular ion-
etries. For example, one configuration dse5 cmdrift re-  ization to total atomic ionization. In the cases of &d B,

gion, significantly increasing the collection efficiency of however, there are small difficulties in determining the origin
higher energy ions (# up to~2.5 eV). However, none of of the molecular fragment channels. Simultaneous measure-

A. Measurement
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FIG. 2. The measured ratio of,S to Xe" plotted with the FIG. 3. The ratio of F* to Ar"* as a function of laser intensity.

predictions of ADK theory as a function of laser intensity. Three F, is not suppressed compared to its atomic counterpart. The asym-
ADK calculations are shown: 1365 nm, 80 fs pulses focused with ametric error bars reflect the uncertainty in the origin of Fag-

5 ¢cm mirror(solid line) and a 30 cm len&otted ling; 790 nm, 100  ments, which were added to thg ‘Fyield, but might have origi-

fs pulses focused with a 30 cm lefdashed ling Also included in  nated from HF contamination in the UHV chamber. The dashed line
the spatial averaging calculation is the measured beam diameter fég the prediction of an ADK calculation, similar to those shown in
each run. The two vertical lines mark the intensities where the valu€ig. 2. The solid line is the prediction of the interference model for
of the adabaticity parametery) is 0.5 for each of the measured 200 fs, 800 nm pulses, as estimated from the figures in [Réf.
wavelengths. Tunneling theory is expected to be valid to the right of

these lines. The measured*SXe™ ratio remains relatively con-
stant over the range of intensities measured, while the calculat
ratio changes by several orders of magnitude.

Sssary to determine the correct ratio of molecular to atomic
Ionization. Given the direction of the laser polarization, the
extraction field, the overall efficiency of the microchannel

= plate (MCP) detector, and the pulse-pair resolution of the

MCS, the probability of detectingothionic fragments from
a single double ionization event is quite low. In addition,

there are dissociative single ionization channels that are ex-
perimentally indistinguishable from double ionization in our

data. Accordingly, we did not divide the measuret & N*

ment of Xe and gis complicated by the overlap of the TO
peaks associated witl’®Xe?* and %2S,*. The double ion-
ization rate of*?8Xe, however, can be inferred from a mea-
surement of ¥2Xe?" and the known isotopic ratio

(*?8Xe/**?Xe=0.0714) sincen/q=66 is well separated from

m/q==64 in our spectrometer. Similarly,"Sons formed dur- ;
ing the fragmentation of Soverlap with Q@* ions due to yield by a factor of 2

. . o ot In the D,:Ar experiment, another approach is used to ex-
residual oxygen in the chamber, and it is therefore difficult Oend our measurements to higher field strengths. At intensi-

determine a $ yield. In this case, uncertainty in the frag- ties below 8< 10" W cm2, the partial pressure of each tar-

?gntgt{ondylelcti;ts rter:‘Iec'Led 'E the.terrortbarstk?n Flgli 2. Whet et gas can be measured at levels low enough to individually
2 IS Introduced to the chamber, it reacts with Small amounts, pulses for all ion channels. Above that intensity, the

?r:. re5|dtial \{vat?r and/or h)l/ldrolt:atlrbo?s Eﬁ produce tHF' ¥Vh'| ," and AP channels are measured using the MCS but the
Is contamination is small relative to the amount of ratio of D":D," and AP":Ar" is determined from the TOF

leads t(.) un_certamty n _the origin of "Fions. _Agam, this signal after averaging over 64 000 shots on a digital oscillo-
uncertainty is reflected in _the error bars of Fig. 3. 1t ShOUIdscope. In contrast to the MCS counting technique, when ana-
be. empha3|zed_ that the primary sources of errorin our resuni?/zing the oscilloscope data the yield of the" @hannel is

arise from statisticgparticularly at low intensitiesand the divided by 2, since there is no instrument dead time and both

uncertainty in the determ|nat_|on_ Of. the partial PresSUre3sns contribute to the analog signal. This procedure allows
(~5%) and not from double ionization and fragmentation to perform measurements up to an intensity of

issues. The error bars were calculated from the uncertainti 105 W cm-2
discussed above, and then compared to the scatter in the data '
from multiple measurements. The larger error from the two
methods is reported.

For most of the targets investigated in this work, the ef- The ionization experiments are carried out in an UHV
fective upper intensity limit of the measurement is the pointchamber with a base pressure 6f2x10 % torr. The
where the partial pressure can no longer be kept low enougthamber is pumped by a 1000 I/s turbomolecular pump. Re-
to ensure a counting rate below 1 count/shot for each speciesidual water vapor is the main contribution to the chamber
For D, and N, targets, with IPs greater than 15 eV, higherbase pressure in most cases, along with small amounts of
intensities are accessible. In these cases, an estimate of thgdrocarbons. Both of these contaminants can be reduced to
double ionization contribution to the total ionization is nec- negligible levels by baking the chamber, leak valves, and gas

B. Sample preparation and characterization
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lines. Unless otherwise noted, the background chamber pres- 1. Alignment of laser focus with ion extraction aperture
sure was sufficiently low during data collection to have N0 he relative position of the ionization region and the lim-
measurable effect on our results. iting aperture on the spectrometer entrance determines which

Targets that are gaseous at standard temperature and prggyt of the laser focal volume is interrogated by the spec-
sure are introduced by leak valves into the chamber. Separaigymeter. When using the 5 cm mirror to focus the beam, the
leak valves are used for each analyte to maintain controllabl@nization region is visually aligned with the spectrometer
leaks equivalent to a change in the partial pressure of thentrance while the chamber is at atmospheric pressure.
chamber of X 10 1° torr. Sample partial pressures are Proper positioning of the mirror is facilitated by the plasma
measured with a quadrupole mass spectrometric residual gapark that is created when the mirror is used to focus the
analyzer(RGA) [38] and corrected for electron impact ion- laser in air. When using the lens to focus the laser light, the
ization cross sectiof39—44. The 70 eV electron impact lens position was systematically adjusted until a maximum
ionization of the RGA can also result in dissociative ioniza-signal rate was obtained for a given pressure.
tion of some molecular species. These yields are accounted A small misalignment of the laser focus and extraction
for in the RGA scan by adding them to the parent ion yield.aperture can lead to a significant decrease in ionization signal

Since $ molecules are not in the gas phase at STP, theyn our experiment or others with similar spectrometer geom-
require a different procedure for samp|e introduction. Bu|ketries. As a result, an ionization y|9|d ratio obtained from two
sulfur has a high vapor pressure, but is predominantly comsingle species measurements is extremely sensitive to slight
posed of § at temperatures below 1000 K [45,46. We relative changes in the laser focus position and/or size be-
produce $ by heating iron pyrites to roughly 350 K and tween data runs. Because the ionization yield ratios of all
allowing the vapor to effuse into the UHV chamber throughSPecies studied have a relatively weaker laser intensity de-
a 1 mm pinhole. The pinhole is not aligned with either thePendence, the ratiometric measurement technique should be
RGA or the ionization region so that measured RGA andnsensitive to any small changes in the laser focus during a
TOF signals are due to diffuse backgroundpBesent in the dual species run. This assumption has been explicitley tested
chamber, and not from a,%eam. The pyrite oven is differ- for N2:Ar ionization yield ratio measurements by intentially
entially pumped with a 70 I/s turbo pump. The pumpingmoving the focusing lens to affect the ionization signal. We
speed on the oven region can be varied by means of a valvéd that while moving the laser focus away from the center
on the mouth of the turbo pump. Variation of the temperature?f the slit greatly decreases the overall ionization rate, and
of the pyrite oven or the pumping speét both allows the ~ €nhances the contribution of molecular fragments with high
S, partial pressure to be adjusted from approximately®0 Kinetic energy release relative to the primarily thermal distri-
torr to 1076 torr. bution of atomic targets, the ratio of ;Nto Ar* is not

The granular composition of the Fe®ads to a signifi-  strongly affected. We conclude that the ratiometric technique
cant increase in the water vapor present in the UHV chamis indeed largely insensitive to alignment problems of this
ber. As the pynte is heated, we observe SO as well AS Stype, particularly at intensities where Single ionization is the
production, presumably due to a reaction between the Feiominant process.
and background §D. The amount of SO in the UHV cham-
ber slowly decreases over the period of about a week. Taking 2. Ensuring uniform detection efficiency for different species
advantage of this opportunity, ionization measurements of . . - . .
SO targets are made while the pyrite sample is “fresh.” The. The approximate detection efficiency for single ion events

SO partial pressure remains essentially constant over the dip: 9'ven by the product of the open area ratio of the micro-

ration of an ionization measurement, as is verified by rgachannel plates and the transmission of the two electroform

measurement at frequent intervals. TheiGnization mea- meshes used in our spectrometer. For this ratiometric mea-

surements are not made until the pyrite has been heated forglI rement, however, having the same detection efficiency for

least several days, and the,® and SO levels have been erent ion species is the main concern. Uniform detection
considerably reduc’ed efficiency of all ions is ensured by accelerating all ions to

greater than 4 kV before impacting the first MCP. The ratio
of Xe?*/Xe' is measured as a function of the lower level
discriminator setting on the MCS and measurements are con-
Despite the robust nature of the ratiometric technique, thelucted with a discriminator setting well within the region in
data will be compromised if considerable care is not takerwhich the measured Xé/Xe" ratio is constant. While ve-
during the experimental process. Key sources of potentidbcity effects have been observgdi7,4§ in the analog gain
problems includg1) misalignment of the ionization region of microchannel plates, it has been demonstrated that for
with respect to the ion extraction apertuf@) nonuniform  sufficiently high energy ions uniform pulse height distribu-
detection efficiency of the different ion specié€8) uncer- tions, and therefore detection efficiencies, can be achieved
tainty in the determination of the partial pressure by theeven if the ion velocity is not uniforfd9-52. We also note
RGA, (4) the presence of multiple gas targets with identicalthat the extraction voltage of the spectrometer is set high
m/q ratios, and(5) counting problems associated with pulse enough that most high energy ion fragments pass through the
pileup at high detection rates. In this subsection, we describentrance slit of the spectrometer and are collected. Measure-
several procedures and consistency checks that are pements with different spectrometer geometries, discussed ear-
formed to minimize errors in the data collection and analysislier, indicate that the difference in detection solid angle for

C. Consistency checks
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dissociating molecules with high kinetic energy release and ' T ' T ' y
atomic targets with thermal energies is negligible. 0025' (@)
3. Target partial pressure measurements r
The RGA determination of the partial pressures was 0020/ i
checked by preparing a gas mixture of argon andsiilar [
to those used in earlier experimeni®,20d. Ar (99 torn and 0.0151 i
N, (156 torn were combined in a tank which was then filled -
to a total pressure of 2580 torr with helium, resulting ina &  00r 1
0.043:0.067:1 mixture of Ar:ptHe. The gas mixture was »n I
leaked into the chamber and the Ag:Katio correctly repro- £ 0.005 - 7
duced with RGA measuremefiio within 4%), confirming 3 1
the validity of these pressure measurements. This mixture é 0.000 il spead I
also allowed us to controllably introduce a much lower pres- % (b
sure of Ar and N to explore higher ionizing intensities. A by 0025L -
similar procedure was followed with Ar and,Pwith similar g I
results. The [ sample is a 5% mixture in He obtained com- = ooz0l i
mercially and also verified by RGA measurement. RGA I
analysis of the chamber is done before and after the ioniza- 0.015 | ]
tion measurements, to ensure that the target pressure remains
stable over the course of the measurement. The error in each ootol 1
partial pressure measurement is estimated from the fluctua-
tion in the RGA measurement and the uncertainty in the 70 0.005
eV electron impact cross secti¢B9—44. T ]
4. Species with identical #y ratios °'°°°0L T '“'50"] 35 e 5 e 70
Since both the TOF and RGA measurements are mass miq
spectrometry methods, only tine'q of a species can be con-
clusively determined. Our treatment of the overlap*t,* FIG. 4. A comparison of the TOF spectrum produced with 790

and 28Xe?* in the S:Xe experiment is discussed in Sec. nm, 100 fs pulses at’810> W/cn? by (a) heating Fe$ and (b)

Il A. Similarly, SO, and S both have a mass of 64 amu, and leaking SQ into the chamber. SQappears to completely fragment,
are indistinguishable in our TOF spectra. When the ,FeSeven at relatively low laser intensities, and no significant peak at
oven is used as a source, TOF peaks at 48 amu and 64 arftjd=64 is observed in the TOF spectrum observed from thg SO
are observed. We attribute these to nondissociative ionizatioffMPle- Also, there is no hint of+S‘rc_)m the Feg source, indicat-

of SO and $, respectively. However, production of SO ing that SQ production from the pyrite oven is negligible.

the oven(through a reaction with residual,®) and its sub-

sequent fragmentation could produce similar TOF featureshigh enough that a uniform detection efficiency for all ions is
To check our assignment, we introduced pure, &@o the  achieved, but also low enough that the width of a typical
chamber and compared its ionization-fragmentation TOFm/q peak covered several MCS bins. Therefore, some peaks,
spectrum to that obtained using the Feven(see Fig. 4 especially if they contain many isotopes, have a temporal
The two results are considerably different. Even at low in-width that is several times greater than the 20 ns pulse-pair
tensities, pure SQreadily fragments into Sand SO ions  resolution of the MCS(see Fig. 1 In these cases, the 1

in approximately equal amounts. No peak indicating the prozount/shot restriction is sufficient. If, however, the peak
duction of SQ* is seen. Alternatively, at the same intensity, width is limited to only a few 5 ns bins, then a more severe
the spectra from the pyrite source show no signs of e rastriction (sometimes as low as 0.25 counts/3hist im-
conclude that the pyrite oven produces&id SO, but neg-  yseq. In addition to these critera, determined after the data
ligible amounts of S@@ Therefore, the 64 amu peak we 0b- 516 collected and analyzed, there are several useful online
serve with the pyrite source is indeed due 0 $nolecular  jgications of counting problems. When the experimental

lons. counting rate exceeds the pulse-pair resolution of the MCS,
the m/q peak becomes heavily weighted to shorter flight
times. The shape of a peak, therefore, is a good test of the
Counting problems are avoided primarily by controlling counting efficiency of the system. The MCP signal is also

the partial pressures of the targets so that the counting rateonitored by a digital oscilloscope averaging many thou-
does not exceed 1 count/shot for any individual speciessands of shots. A difference between the ratio observed on
When a counting rate of greater than or equal to 1 count/shahe oscilloscope and that obtained with the MCS indicates
is measured, the run is discarded. The bin size on the MCS ihat the data have been corrupted by counting problems. In
5 ns, and the minimum pulse-pair resolution is 20 ns. Thehese cases, the partial pressure in the chamber is adjusted
spectrometer geometry and extraction fields are chosen to @nd the data are retaken. These additional checks, beyond the

5. Hardware counting limitations
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" T %“aaar effective nuclear charge of approximately 1.0. In this sce-
E |l o A Wane"“ | nario, k, with its antisymmetric wave function, would be
0WE | o a” mafsv wgo'”s"e% 1 expected to exhibit some suppression, since the ionized elec-
E 1065 A D' . ;“.'i“:" - tron would be exposed to an effective nuclear charge of
= r Tat W gF 1 . . . . .
s f|Vv D Y S greater than 1.0. The yield ratio shown in Fig. 3 indicates
§ 10y - ':;.w“ 1 that K, has essentially the same ionization rate as Ar apd N
E 10‘-r - ”.;. 35 ] (recall that the N:Ar ratio is on the order of unity at all
@ N o LT intensitie. Therefore, our results for,Fare clearly at odds
g 0r s T ‘f 1 with both theoretical models.
i L F o 4 A ov
g 10y # s 1
S 10‘5 . ey B. S,:Xe
“r o ’ | Since K does not show the predicted ionization behavior,
W one might wonder if the suppression of ionization ipi®a
special case, or if it is a more general phenomenon that oc-
Tntensity (W/em®) curs in other molecules. When looking for other targets that

might exhibit ionization suppression, & an obvious choice
because of its similar electronic structure tg. @/hile both

O, and S have triplet, antisymmetric ground states, the IP of
332 is only 9.365 eV, almost 3 eV lower than,©r Xe. Using

a very simple Ammosov-Delone-Krainov(ADK) or
Perelomov-Popov-Terent'oPPT) tunneling model, one
would expect that the ratio,$:Xe* would be much greater
1. RESULTS AND DISCUSSION than 1.0. Our experimental results, along with ADK calcula-

Our raw data for the P:Ar measurement are shown in tions, are shown in Fig. 2. The measured ratio near unity
Fig. 5. The data taken with the MCS and the MCS_indicates, that, like @ ionization of S is strongly sup-
oscilloscope combination, described in Sec. Il A, merge toprevsvsed. hat for 790 | - onization of
gether smoothly. The various yields change by nearly eight e note t, at or nm puises sign icant [onlzatloq 0
orders of magnitude over the laser intensities measured, i oceurs at mFensmes where tL_JnneIm_g theor_y Is not strlctl_y
lustrating the difficulty for any detection scheme employed¥alid- Conventionally, an experiment is considered to be in
in these measurements. While the &nd argon targets are the tunneling regime if the Keldysh adiabaticity parameter
measured simultaneously in our case, it is easy to see that[g;\5]

FIG. 5. lon yield in units of count&hot tory as a function of
laser intensity for simultaneously measureg ahd Ar.

strict 1 count/shot limit, ensure that the experimental result
do not suffer from counting errors.

small shift in intensity for one of the curves could result in a 205 wo\2l-
quite different ionization ratio for the two targets. As noted y= 70 _ u@_a (1)
previously, the ratiometric method reduces or eliminates sys- Wy Eo

tematic errors due to uncertainties both in intensity and spa-

tial alignment of the laser. . . )
where wq is the laser frequencyy, is the tunneling fre-

quency,l, is the ionization potential, anf, is the electric
field strength of the laser pulse, all in atomic units. This
As noted in the Introduction, previous comparisons ofparameter, developed for atoms, is still relevant for diatomic
intense-laser ionization yields,,No Ar and G to Xe, indi-  molecules; however, some adjustments are required for more
cate that while some molecul¢s.g., Ny) do, in fact, ionize  complex specie§53]. Due to counting rate restrictions, our
at the same rate as companion atoms with the same IP, othargeasurements with 790 nm laser pulses are limited to the
(e.g., Q) behave quite differently. Our yield ratio determi- y>0.5 “multiphoton” regime. However, by using 1365 nm,
nations for N:Ar and O,: Xe confirm the results of the pre- 80 fs pulses from an OPA, we are able to determine the
vious experiment$31]. As discussed in Sec. |, two theoret- ionization ratio in the “tunneling” regime;y<0.5, as well.
ical models accurately predict ionization suppression ¢f O As shown in Fig. 2, the measured :Xe ratio is essentially
and its absence in N\ In an attempt to test the direct and independent of wavelength. Clearly the molecular ionization
indirect predictions of these two models, we measured yielduppression phenomenon cannot be classified as an exclu-
ratios for several other atomic/diatomic pairs as describedively tunneling or multiphoton-ionization effect.
below. Sulfur dimers are somewhat unusual in that their average
An explicit prediction of the interference modg26] is internuclear distance is quite large in comparison to the other
that F,, with its singlet electronic ground state and antisym-molecular targets examinddee Table)l In the interference
metric wave function, should be considerably more difficultmodel[26], this is a key parameter, since the generalization
to ionize than N or argon, which have nearly identical IPs. of the intense-field many-bod$-matrix theory(IMST) [27]
Proponents of the structure mod@b] argue that ionization from the atomic to the molecular case includes an interfer-
of N, is not suppressed because the outer electrons are ur@nce term in the IMST molecular ionization rate. The inter-
formly distributed around the molecular core, resulting in anference term for an antibonding orbitdl,g) is given by

A. Fy:Ar
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TABLE II. The calculated values of sif(ky-R)/2] for the elec- [ ' :
tron energies of the first few above threshold ionizafi&ifil ) peaks 10k #%%% i
for O, and S. In this calculation, the laser wavelength is 800 nm, %
and the intensity is 2.6810'* W cm 2, an intensity where the %
single ionization channel is nearly saturated for bothapd S ‘Q 0.8
targets. ;
g 0.6
> > & 04
ATI 1 0.03 0.32 2 &
ATI 2 0.17 0.57 =}
ATI 3 0.29 0.75 02 O Daia
ATI 4 0.41 0.87 Modified ADK
0.0 ..;014 ! — .1.(;15
( Ky- F}) Intensity (Wem’)
| Ag=14 sir? , ) . L .
2 FIG. 6. The ratio of molecular to atomic ionization as a function

. o of laser intensity for a mixed Pand argon target. Both single and
whereky is the momentum of the ionized electron after ab-double ionization of argon are included. The contribution of D

sorbingN photons[kﬁ/ZzNwO—(Up-i-lp) whereU, is the  fragments to the molecular ionization is accounted for using the
ponderomotive enerdyandR is the internuclear coordinate Method described in Sec. Il A.

[26]. For a bonding orbital, sffi(ky-R)/2] is replaced by

co§[(IZN-I52)/2]. WhenkyR< 7, the interference is totally de- has been reported to be supsta.ntially suppressed relgtive to
structive (constructive for antibonding (bonding orbitals, A [21]. Our results, shown in Figs. 5 and 6, are consistent

irrespective of the angle of electron emission relative to the/Vith earlier experimental resulf21], showing a significant
internuclear coordinate. For larger valueskgR, the inter- ~@mount of suppression. Our measurements are performed

ference is constructive at some emission angles and destru#ith D2 rather than H to simplify the assignment of the
tive at others for both bonding and antibonding groundSOUrce of ionization fragments in the TOF spectrum. At laser

states. In this case, the total ionization yield is essentialljntensities bflow +ioni;ation saturation for either species the
independent of the ground-state symmetry, but the anguldpeasured B™:Ar™ ratio ranges from 0.1 to 0.25. Initial at-
distributions of ejected electrons are distinctly different,{€MPtS to explain this suppressi¢@1,23 focused on the
Sinceky increases with ATI order, the observability of ion- orientation of the molecular axis with respect to the laser
ization suppression for antisymmetric orbitals dependd0larization. in-a more recent papkd4], the effect of the
greatly on the number of ATI channels for which the Ccmdi_exter_nal field on the V|brat|onal o_verlap betwe_en the neutral
tion kyR< 1 is satisfied, and on the relative contribution of @nd ion states is examined. While both predict suppressed
these low order channels to the total ionization yield. Theonization of B (or D) relative to argon, neither of these
large value of R| for S, indicates that, in comparison to,® models satlsfgctorlly accounts for the observed magnitude of
fewer ATI orders satisfy the destructive interference conditne Suppression.

tion (see Table Il. Therefore, assuming that the fractional

contribution of the low energy electrons to the total yield is - - v - T T T 7
similar in S and G, one would expect ionization suppres- i
sion to beless severén S, than in Q. Comparing the rela-
tive amounts of “suppression” between, &nd G is com-
plicated by the fact that,.Shas a lower IP than xenon. In the
tunneling region, the SXe data are between two and ten
times lower than the prediction of the ADK model, and at
lower intensities they differ by several orders of magnitude,
as shown in Fig. 2. In comparison, the (e ratio (see Fig.

1 of Ref.[31]) is between 0.1 and 1 over the entire intensity .
range measured. The differences between the measured yie,g
ratios and the ADK predictions indicate that the suppressiong [
of ionization in S is more severghan in G. m 1eor

175 [

Potential (eV)

17.0 [

nization

16.5 [

C. Dy:Ar sl 0w

Hydrogen molecules, while much simpler than the multi-
electron targets discussed to this point, have the same

ground-state configuration and a similar IP te. Ninlike N, FIG. 7. The calculated ionization potentials of argon andab
[31], however, the ionization yield from hydrogen moleculesa function of applied electric field as described in the text.

Electric Field (Volts/Angstrom)
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We have taken an approach similar to that of Sd@dz 100000 gr—cr- T
and calculated field-dependent effective ionization potentials E O 790 nm, 100 fs
for atomic and molecular species. These are then input as 1°°°°_ ® 1365 nm,80fs |3
intensity-dependent parameters in ADK tunneling theory 1000: y=05 ]
[17]. The sparse state space of the hydrogen dimer made the e | (790 nm)
D,:Ar ratio the best test case for this model calculation. K 100} 1
Neutral hydrogen energies, in the presence of the laser field, - T
are determined via coupled-cluster theory w@hUSsSIAN g 10 y=05 I~ Ty

98w [54]. Single and double excitations are included in the 5@ T o (1365 nm) \
correlation-consistent quadrupfecalculation. The hydrogen 3 Q?ﬁﬁ;@ oo 3

ion energies are determined with the same basis set via self- o1l % ]
consistent Fock theory. The IP is defined as the difference T ALl L.
between the ionic and neutral energies as a function of laser 0.01 Lax -
intensity. In order to simulate a “vertical” transition from 10 10"
neutral to ionic molecular species, in all of the calculations Tntensity (W/cm®)

the internuclear separation is fixed at the peak of the vibra-

tional wave function for the field-free molecular ground FIG. 8. The measured ratio of SQo Xe" as a function of laser
state. The hydrogen energies were calculated for ﬁe|dg1ten5|ty along with the predictions of ADK theory. Two (;alcula-
aligned both parallel and perpendicular to the internuclealons are shown: 1365 nm, 80 fs pulses focusedh &i cm nirror
axis. An ensemble IP is then determined as the average of tI'E%OIIOI ling; and 790 nm, 100 fs pulses focused by a 30 cm lens
IPs in the parallel and perpendicular configurations with a ashed ling As in F_|g. _2, the vertical lines mark the intensities
statistical 2:1 weighting of perpendicular:parallel orienta-"\’here7’:0'5 for the indicated wavelengths.

tions. A zero-point correction of 0.192 eV was applied to thefie|q_dependent Franck-Condon overlap integrals would be
neftral energy. The same calculation was performed for Anyre realistic than our vertical IPs. In fact, the effect of the
Ar', and Af - The first and second field-free IPs of argon yiprational motion on the ionization rate of hydrogen mol-
were determined to be 15.65 and 27.46 eV, respectivelfacyles has been studig2i] and the Franck-Condon factors
These are 0.7% and 0.6% below the experimental values ¢fave recently been incorporated into the IMST framework
15.759 and 27.63 eV, respectively. for N, [55]. In general, however, calculations of the field-

~ The resulting field-dependent IPs, shown in Fig. 7, arjependent vibrational overlap between the neutral and ionic
incorporated into the ADK tunneling theofg 7] to produce  nqjecular species are quite difficult to obtain.
ionization rates, which are then temporally and spatially in-

tegrated over the focus conditions of the experiment. The
results, shown in Fig. 6, reproduce some of the gross features
of the data. There are, however, noticeable differences, such Sulfur monoxide, while lacking the symmetry of a homo-
as the saturation of the calculation at a value near 0.8 insteaticlear diatom, has much the same electronic structurg as O
of 1.0, and the sharper slope of the data in the region arounar S,. Measurements of the SO:Xe ionization ratio, shown in
2.5x 10" W/cn?. As a consistency check, the ArAr™  Fig. 8, reveal that SO is quite difficult to ionize, and that the
ratio has also been calculated and compared to the data. Bpippression seen in, &nd G also extends to heteronuclear
to a small uncertainty in the absolute intensity, and considspecies. As with § the suppression persists at higher wave-
ering the inability of the model to account for simultaneouslengths as well. Since SO has a higher IP tha1$.294 and
rather than sequential double ionization, the modified ADK9.356 eV, respectively it is not unexpected that the values
calculation reproduces the atomic ionization data quite wellof SO":Xe" are lower than the corresponding &esults.
Apparently, the differences between theory and experimer®erhaps a better way to examine the amount of suppression
in Fig. 6 are due, primarily, to our inability to estimate accu-is to examine the difference between the measured ratio and
rate molecular ionization rates. the ratio predicted by a tunneling calculation, since the tun-
It would be difficult and perhaps not particularly illumi- neling ratio theoretically accounts for the difference in IP
nating to extend this modified ADK approach to other spe{56]. At an arbitrarily selected value o210 Wicn?, the
cies we have studied. First, the calculation of intensity-SO™:Xe™ ratio is approximately 30 times smaller than the
dependent ionization potentials for other molecules, such agrediction of the ADK model. The same value for the
N, or O,, is problematic, as the variational approach em-S,” :Xe" ratio is around 6.4. Thus, in this comparison, SO is
ployed for D, cannot easily deal with field-induced curve ~5X harder to ionize than Sf the difference in IP is taken
crossings in larger molecules. Second, the rather large diffeinto account.
ence in equilibrium internuclear distance fop, Dand D, Carbon monoxide is a singlet heteronuclear molecule with
results in a significant difference in the vertical and ground-a relatively high 1P(14.014 eV. We have compared it to
state IPs. As a result, the effect of the field-dependent IP i&rypton, which has a nearly identical [23.997 eV. Elec-
likely to be more pronounced in hydrogen than in other mol-tronically, CO is quite similar to bkl (D,) or N,. The CO:Kr
ecules. In short, while the results of our model show someesults are shown in Fig. 9. The structure around 2.5
qualitative agreement with the data it, like several othersx 10'* Wi/cn? is believed to arise from the knee in the kryp-
before, fails quantitatively. We note that calculations of theton ionization yield at this intensitj34]. Interestingly, the

—

13

D. Heteronuclear targets
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2.0 — T 1365 nm(see Fig. 1D the measured ratio was between 1.0
[ O 790 nm, 100 fs and 2.0, indicat_ing that NQ was slightly supprgssed, given
[ ® 1365 nm, 80fs the 2.9 eV difference in ionization potentials. When

15[ - NO":Xe" is compared to the ADK prediction at 2

x 10 W/cn?, the measured value is 1.5X smaller than
the model calculation. This amount of suppression is less
10[ 1 than that observed for,Sand SO in similar comparisons to
S - ADK theory. At lower wavelengt790 nm and intensity,
[ f% % §H§EH§H the r{:\tio rangeq frpm a valge of 1.5.to nearly 4, E\{gn con-
o5l % %ﬁ% &ﬁﬁﬁ 5 ] sidering the rapid increase in the ratio at low intensities, the
33l g B experimental result is considerably below the prediction of
the ADK theory.
: It is difficult to reconcile all of the above data with any
0.0L L ' . TN ) .
10° 10" particular model of intense field ionization of diatomic mol-
Intensity (W/cm?) ecules. Given the success of the interference mgelin
describing Q and N, ionization rates, it is reasonable to
FIG. 9. The measured ratio of CQo Kr" as a function of laser assume that the interference model has merit. Indeed, a simi-
intensity. The solid line is an ADK calculation for 790 nm, 100 fs |ar interference effect has recently been observed in ionizing
pulses; the dashed line is the same calculation but for 1365 nm, 8@)n-molecule collision$57]. We note, however, that the col-
fs pulses. Both wavelengths are focused with the 5 cm mirror.  |isional effect[57] is far more subtle than the ionization sup-
pression observed in this and previous work. Of course, the

CO:Kr ratio is slightly less than that of NAr or F,:Ar. collision experimen[_57] used hydrogen molecules as a tar-
While the ratio of molecular to atomic ionization in the latter 9&t, @nd the calculatiori26] were performed for £, N, and
targets is above 1.0, in the former case it is roughly one halfQz- The fact that the model is unable to correctly describe the
This suppression, however, is insignificant compared to tha2 Of F> behavior might indicate that, in these targets, there
observed for @, D,, S,, and SO. Note that we also per- aré other molecular effects that are at least equally as impor-
formed measurements with 1365 nm radiation, where CO i&nt. ] )
in the tunneling regime, and obtained a similar ratio. _ The structure moddR5] invokes an effective charge and
To our knowledge, the only readily available diatomic iOnization potential based on the amount of screening pro-
molecule that does not have either a singlet or triplet groundided to the outer electron by the inner electrons. The argu-
state is NO. This molecule has a doublet ground state and Bents made by Gui@5] for O, are easily extended t,@nd
low IP. We compared it to a xenon target, since, as foargl SO, since they have similar electronic structure. As previ-

SO0, no easily accessible companion atom was available. AUSly noted, however, the antisymmetric wave functionof F
is similar to Q as well, and no suppression is observed in

1000 this case. Finally, the charge screening effect that is the es-

K

) sence of the structure model cannot be applied jo $b,
while these additions to tunneling theory provide more accu-
rate results in some cases, they do not seem generally appli-
% cable.

100 3 In lieu of a satisfactory theoretical description, we offer

790 nm, 100 £s the following observations regarding our experimental re-
1365 nm, 80 fs A

o
=
1]
e
¥ ]

[ |

sults. First, with the notable exception of,0here seems to
4=05 ] be some relation between the ground-state wave function
10} (1365n’m) 4 symmetry and the ionization rate. Molecules with singlet
; ground states ionize at rates roughly comparable to rare-gas
targets of similar IP. Molecules with triplet states, however,
%ogg t appear to be more difficult to ionize. All of the triplet mol-
oha #
1k o Ften | ] ecules me_asyred 0 S,, and SO are from 5X to 30><
m m harder to ionize than expected, based on the predictions of
10 ] 102 the ADK theory(SO and $) or on measured rates in a com-
Intensity (W/em’) panion atom of similar IP (@Xe). In contrast, the ioniza-

FIG. 10. The measured ratio of NOto Xe* as a function of 10N Yields of singlet 4, F,, and CO are within a factor of 2
laser intensity. Two calculations are shown: 1365 nm, 80 fs pulse€f their companion atoms. Doublet NO seems to fall in the
focused wih a 5 cm nirror (solid line); and 790 nm, 100 fs pulses Middle, showing slight suppression for the 1365 nm data,
focused by a 30 cm len@ashed ling As in Fig. 2, the vertical and significant suppression for the 790 nm data when com-
lines mark the intensities wherg=0.5 for the indicated wave- Pared to ADK predictions. The exception to this trend is
lengths. The tunneling calculation is in agreement with the meaH, (D). The difference between the equilibrium internu-
sured 1365 nm data near saturation; however, the slopes of the datkear distance in the neutral molecule and the molecular ion,
and of the calculation disagree significantly. however, is unigue among the targets studied. The result of

NO*: Xe'

?
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this difference is that the vertical IP of ,H(D,) is quite Finally, heteronuclear molecules seem, in general, slightly
different from the IP calculated by subtracting the differenceharder to ionize than homonuclear molecules of similar elec-
in ground-state energies of,zand D,* (IPy). While IR, is  tronic properties. CO, unlike Nand b, is slightly more
lower for H, (D) than for Ar(see Table)l the vertical IP is dlff]cult to ionize than its companion atom. quthermore,
actually higher(see Fig. 6. In the other molecules consid- While S, O,, and SO are all suppressed, SO is the most
ered, the difference between the vertical and ground-state IFIPpressed of these three electronically similar species.

is much smaller. It is quite possible, therefore, that hydrogen

molecules must be viewed as a special case when consider- IV. SUMMARY

ing their ionization yields as compared to atomic targets of

2 In summary, we hav the ratiometric ionization mea-
similar IP. su ary, we have used the ratiometric ionization me

Second, suppression, or lack thereof, seems to be reigurement method to make accurate comparisons of the ion-
tively independent of the wavelength of the ionizing radia—'zat'or.] yields of moleculgs _anq atoms. We have used th's
tion over the range of wavelengths in this measurement. Thitsechnlque to explore the lonization bghawor of most readily

would indicate that the differences in atomic and molecular"’wml"’lble dlatomlp mplepules. Wh|le simple SAE basecj mod-
els of molecular ionization describe the gross properties ob-

ionization rates are not specific to the multiphoton or tunnel- .
ing mechanisms. served, our experimental results have demonstrated that the

Third, our measured ratios are often fairly constant over aprot_)lem of acc_urlately predicting molecular i_onization behav-
range of laser intensities until the ionization threshold jgof 1S more d|ff|cqlt _than ha; been previously a§§umed.
reached for one target, at which point the ratio rapidly rises’VIOd'f!Catlons of e>§|st|ng aﬁomm models are not sufficient to
or falls. This behavior is quite unexpected. While tunnelingde‘e’cr.Ibe the details of dlfferen_ces between mole_cula_r and
theory predicts unity rate ratios for species with identical IPs,atOm'C targets. I_n general, we f|nd_ tha_t molepules n sm_glet
it also predicts highly intensity-dependent ratios for Speciescor)ﬂguranons dlsplay more. atom_hke lonization properties,
with different IPs. while doyblgt or triplet conflguratlons appear to have sup-

Fourth, molecules with lower IPs are generally Sup_pressed ionization rates relative to an f':ltomlc tgrget of S|m|I§1r
pressed. This is also unexpected, since ADK theory tends tlop.' Hydrogen molecules are an exception to this rule,_ bUt this
underestimate the ionization yield of both molecular and.mlght be acco_unted for by the difference in the eqU|_I|br|um
atomic targets in the region where>0.5 and multiphoton internuclear distance of the n.eutral and molecular ion. We
ionization becomes more prevaldsee Refs[20,25 for ex- hope that these resu]ts will stimulate furth.er theoretical ex-
amples. Thus, when comparing a molecular ta{rget of 9 or 10amlna}tlon of the basic process of strong-field molecular in-
eV to xenon(IP = 12.13 eV}, the ADK calculation is ex- teraction.
pected to yield a molecular:atomic ratio that is smaller than
one would expect if the multiphoton contribution could be
included. Nevertheless, SO,,Sand NO are all suppressed  This work was supported by the Chemical Sciences, Geo-
relative to the expectations of ADK theory. Conversely, withsciences and Biosciences Division, Office of Basic Energy
the exception of B, molecular targets with higher IPs §N  Sciences, Office of Science, U.S. Department of Energy, by
F,, and CQ display molecular:atomic ionization yield ratios the Packard Foundation, and by the National Science Foun-

similar to the predictions of ADK calculations. dation IGERT program under Grant No. MPS-9972790.
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