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Comparison of intense-field ionization of diatomic molecules and rare-gas atoms
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Strong, short laser pulses have been used to ionize diatomic molecules and rare-gas atoms. Using mixed
species targets, intensity-dependent ionization yield ratios have been measured directly for pairs of molecules
and atoms with similar ionization potentials. Specifically, ionization rate ratios for homonuclear
(N2 :Ar,F2 :Ar,D2 :Ar,O2 :Xe,S2 :Xe) and heteronuclear~CO:Kr, NO:Xe, SO:Xe! molecules have been ob-
tained. Our experimental results are compared to the predictions of several approximate theoretical models. In
general, these models fail to accurately describe the detailed differences in the intense laser ionization rates of
atomic and diatomic targets.

DOI: 10.1103/PhysRevA.66.013409 PACS number~s!: 33.80.Rv, 32.80.Rm, 42.50.Hz, 34.50.Gb
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I. INTRODUCTION

Single electron ionization is perhaps the most fundam
tal process initiated during the exposure of an atom or m
ecule to an intense laser pulse. It is also one of the b
studied. In atoms, the single active electron~SAE! approxi-
mation has enabled quantum simulations of strong-field i
ization phenomena that reproduce even the most com
energy and angular distribution spectra with high accur
@1–5#. There have even been recent theoretical success
describing multiple ionization of atomic targets@6# where the
SAE approximation cannot be used. There is, howe
growing interest in understanding the ionization behavior
molecules in strong fields, as lasers are being used for
verse applications such as controlling the photofragme
tion branching ratio of large molecules@7–9# or as ‘‘soft’’
ionizers for mass spectrometry@10–12#. Unfortunately,
quantum calculations on even relatively simple diatom
molecules are extremely difficult, and strong-field molecu
ionization is generally treated using more approximate m
tiphoton @13,14# or tunneling@15–17# models.

Early experimental data@18# indicated that the ionization
rates of diatomic molecules were essentially identical
those of atomic targets provided the electron binding en
gies were nearly the same. Thus, approximate formulas
yield surprisingly accurate total ionization rates in atom
and depend only on the ionization potential~IP! of the target
and the laser intensity and wavelength, were expected to
dict strong-field ionization rates of molecules as well. Mo
recent observations have challenged this idea. The ioniza
of O2 (IP512.07 eV) was found to be suppressed, by
proximately an order of magnitude, relative to Xe~IP 5
12.13 eV! @19,20#. In a similar result, hydrogen molecule
were found to be harder to ionize than ‘‘companion’’ arg
atoms@21#. In contrast, N2 displayed@19,20# an ionization
rate quite similar to the rate of argon, which has a similar
~see Table I for a listing of target IPs as well as other m
lecular properties!.

What makes some, but not all, diatomic molecules har
to ionize than their companion atoms? Several attempts h
been made to explain the available data, particularly for
1050-2947/2002/66~1!/013409~12!/$20.00 66 0134
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case of O2. First, the production of a doubly excited state, v
collisions of a rescattered electron and the molecular i
which then dissociates into two neutral atoms~i.e., dissocia-
tive recombination! has been proposed as a mechanism t
could suppress the production of O2

1 @19#. Subsequent mea
surements@20# show little dependence of the O2 suppression
on the ellipticity of the laser polarization, indicating that th
dissociative recombination mechanism is unlikely to be
source of the anomalously low O2

1 yield. Second, a modi-
fied tunneling model that accounts for the two-center pot
tial of a diatomic molecule@23# provides qualitative agree
ment with the O2 data, but is unable to explain the magnitu
of the suppression@23#. Talebpouret al. @21# also consider
the orientation of the two-center potential relative to the la
polarization to explain the suppression of ionization in D2.
They calculate an effective charge for incorporation in
atomic tunneling theory and include an effective increase
the molecular ionization potential due to the non-negligib
Franck-Condon overlap between the field-free ground s
and field-free vibrationally excited states of the molecu
ion. They achieve good agreement between theory and
periment provided that the correct value of the effect
charge is used@21#. Third, a recent investigation of the in
fluence of vibrational motion and field induced changes
bond lengths on the ionization rates of H2 and O2 also pre-
dicts reduced ionization rates relative to companion atom
the same IP, but cannot quantitatively account for the
served suppression@24#.

The results of two recent calculations, based on very
ferent theoretical models, are in quantitative agreement w
the O2 and N2 experimental data. Both models suggest ge
eral prescriptions for treating the complexities associa
with molecular structure in a straightforward way. Guo h
introduced a structure correction@25# to a tunneling formula
@17#. As in the case of D2 described above, the observe
suppression of O2 is reproduced, provided the correct param
eters for the effective nuclear charge and effective IP
chosen. In the context of this model, the observed absenc
suppression in N2 @20# is explained by the uniform distribu
tion of the outer electrons around the ionic molecular co
©2002 The American Physical Society09-1
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TABLE I. Summary of the target properties. IP is the ionization potential,R0 is the average internuclea
distance,Cground is the ground-state wave function, and HOMO is the highest occupied molecular or
The values were taken from Ref.@22#. We were unable to locate polarizability measurements for SO and2.

Target IP~eV! R0 (Å) Cation R0 (Å) Polarizability (10224 cm3) Cground HOMO

N2 15.581 1.098 1.116 1.7403 1Sg
1 sg

F2 15.697 1.412 1.322 1.38 1Sg
1 pg

D2 15.467 0.742 1.056 0.795 1Sg
1 sg

O2 12.070 1.208 1.116 1.5812 3Sg
2 pg

S2 9.356 1.889 1.82 3Sg
2 pg

SO 10.294 1.481 1.42 3S2 pg

CO 14.014 1.128 1.115 1.95 1S1 sg

NO 9.264 1.151 1.063 1.7 2P pg

Ar 15.764 1.6411
Kr 13.997 2.484
Xe 12.13 4.0455
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resulting in an atomiclike potential with an effective nucle
charge of 1.0.

A second model, proposed by Muth-Bo¨hm and co-
workers@26# explains the suppression of O2 as a ‘‘two-slit’’
interference effect, arising from emission of electron wav
from two distinct centers in the diatomic potential. By ad
ing an interference term@26# to a generalized form o
intense-field many-bodyS-matrix theory@27#, they are able
to correctly predict the suppression of O2 and its absence in
N2. In the low energy limit where the ionizing electron’s d
Broglie wavelength is long compared to the internucle
separation, completely constructive~destructive! interference
occurs if electron amplitude is emitted from the respect
atomic centers perfectly in phase~out of phase!. In molecules
with symmetric electronic ground-state wave functions, e
N2, the interference is constructive and ionization via ej
tion of low energy electrons proceeds as if from a sin
atomic center. On the other hand, in molecules with antisy
metric ground states, e.g., O2, the interference is destructive
totally suppressing ionization through dominant low ene
channels. Indeed, as predicted, recent measurement
above-threshold ionization~ATI ! show an absence of low
energy electron emission during strong-field ionization of2
@28#. Muth-Böhm et al. @26# also made a quantitative predic
tion of ionization suppression of F2 relative to N2. Moreover,
the interference model predicts ionization suppression in
diatomic molecules with antisymmetric electronic grou
states. Recently, the formalism has been generalized to s
metric polyatomic molecules as well@29#. The conclusion of
Ref. @29# is that multicentered complex molecules cann
have a higher ionization rate than single centered ato
since the interference effect can only decrease the total p
ability for ionization. Indeed, suppressed ionization has b
observed in C6H6 molecules@11,30#. If suppression due to
interference effects is a general phenomenon in molec
ionization, the model provides a useful tool for calculati
accurate ionization rates of many molecules.

Motivated by a desire to test these theoretical predictio
we recently reported@31# high precision ratiometric mea
surements of the ionization rates of N2 , O2 , S2, and F2 as
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compared to atomic targets of similar ionization potentia
Some of our results were at odds with theoretical predictio
particularly with regard to S2 and F2. In this paper we pro-
vide more details of the previous measurements@31#, and
report on measurements of four additional species; D2, CO,
NO, and SO. When combined with the previous measu
ments, we have completed studies of most readily availa
diatomic molecules.

We report molecular:atomic ionization yield ratios rath
than single species ionization probabilities in order to p
vide more accurate data for comparison with theoreti
work in this area. While the individual ionization rates va
by up to eight orders of magnitude over the intensity ran
studied, the yield ratios typically differ by less than a fact
of ten over this same intensity range. In addition, our m
lecular and atomic data are taken under identical conditio
so that the ionization ratios are not particularly sensitive
the fine details of the laser beam spatial mode or its focus
characteristics, and relative intensity calibration between
two species is guaranteed. Therefore, the intrinsic uncert
ties in the comparison of experiment and theory for in
vidual species are minimized. Because accurate atomic
ization rates are presumably straightforward to calcula
direct comparison of experimental and theoretical ionizat
yield ratios should provide stringent tests of calculations
high field molecular ionization. The collective results pr
sented in this paper indicate that an accurate, general,
practical method for calculating intense-laser ionization
diatomic molecules does not yet exist.

II. EXPERIMENTAL METHOD

Measurements of the relative ionization yields of ind
vidual targets are challenging since, given the rapid cha
in the ionization rates as a function of laser intensity,
accurate measurement depends critically on control of
laser intensity. As a result, these experiments are sensitiv
small changes in the laser power and alignment. Furth
more, in order to simplify the interpretation of the data, mo
ion yield measurements are made with an aperture limit
9-2
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the volume of the ionization region exposed to the detec
@20,32#. As a result, small changes in the position of the la
focus due to both nominal beam alignment and shot-to-s
fluctuations in the position of the laser beam can also ha
sizable effect on the measured ionization rates. Instea
concentrating on perfect shot-to-shot and run-to-run con
of the laser intensity and spatial position, we have opted
a different approach to reducing the contribution of syste
atic errors. Introducing the molecular target of interest in
the ultrahigh vacuum~UHV! chamber concurrently with a
reference atomic target allows high precision determinati
of relative ionization probabilities. Since any change in la
intensity or alignment affects both analytes, the reliability
the measurement is enhanced over separate, single ta
measurements. While this ratiometric approach is not n
for ionization measurements,~see, for example, Ref.@33#! it
is particularly useful in cases where small changes in
laser intensity have such large impact. This section descr
our experimental technique, with special attention paid to
key issue of sample characterization.

A. Measurement

The experiments are performed using a commer
Ti:sapphire laser that produces 790 nm, 100 fs pulses wit
energy of 2 mJ at a repetition rate of 1 kHz. The pulse
ration is monitored with a single shot autocorrelator. Pu
attenuation is performed with a half-wave plate and pola
ing beam splitter and the subsequent pulses are focused
either a crown glass lens with a 30 cm focal length or a g
mirror with a 5 cmfocal length. The maximum intensity o
these focused pulses is in excess of 1015 W cm22. For some
targets, discussed in Sec. III, the 790 nm pulses are use
pump an optical parametric amplifier~OPA! producing 1365
nm, 80 fs pulses of approximately 150mJ, also at a repeti-
tion rate of 1 kHz. These pulses are focused with the 5
focal length mirror to produce a maximum intensity
1015 W cm22. The absolute intensity of the laser is dete
mined from the threshold for multiple ionization of rare g
targets reported by several other groups@20,34–36#. An al-
ternative intensity calibration is obtained from the measu
beam-spot size, energy, and pulse duration. The absolut
tensities determined from these two methods generally a
to within a factor of 2 or 3.

The ionization region is longitudinally confined by a
mm slit. A two-stage time-of-flight~TOF! spectrometer@37#
is used to extract the ions to a chevron microchannel p
detector. While the exact spectrometer geometry chan
several times, the bulk of the measurements were made
a 1.3 cm extraction region, a 0.64 cm acceleration reg
and a 44.5 cm field-free drift region. Typical spectrome
fields are 1160 V/cm for the extraction region and 760 V/
for the acceleration region. These fields are strong enoug
obtain 4p collection of ions with kinetic-energy releases
less than 0.5 eV. For some species, notably N2 :Ar, measure-
ments were made with several different spectrometer ge
etries. For example, one configuration used a 5 cmdrift re-
gion, significantly increasing the collection efficiency
higher energy ions (4p up to '2.5 eV). However, none o
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the spectrometer changes had a significant impact on
results. The microchannel plate signal is amplified and sin
ion events are recorded with a multichannel scalar~MCS!.
The MCS is capable of counting multiple events per trigg
with a pulse pair resolution of 20 ns; however, the sam
pressures are adjusted to ensure a count rate of app
mately one event per trigger or less for all masses at
times. The TOF resolutionm/Dm is approximately 200. A
sample TOF spectrum of a mixed CO and Kr target is sho
in Fig. 1.

At each laser intensity, data are collected for anywh
from ;105 to 107 laser shots. Multiple measurements
each intensity were made to confirm the reproducibility
the results. After baseline and background subtraction~usu-
ally negligible! the ion yield for eachm/q is determined by
numerical integration. This yield is then divided by the num
ber of laser shots and by the partial pressure of target ga
this manner, the ionization probability is determined for ea
target species in units of counts/~shot torr!. Runs with over 1
count/shot for any species are discarded to avoid any co
ing problems. The ratio of molecular to atomic ionization
determined by dividing the ionization yields for the ind
vidual species. Our data can be most easily compared
the data of Guoet al. @20#, who also measured the yield i
units of counts/~shot torr! ~see Fig. 1 in Ref.@31#!. Only the
ratio can be reliably compared, however, since difference
the ionization volume lead to differences in the yield ev
when the partial pressures of the different experiments
taken into account.

While single ionization is by far the dominant chann
observed, at higher intensities the double ionization and m
lecular fragmentation channels are non-negligible. For
data presented here, these channels are handled in one o
ways. In most cases, the fragmentation and double ioniza
channels are simply added to the single ionization yield. T
resulting data then represent the ratio of total molecular i
ization to total atomic ionization. In the cases of S2 and F2,
however, there are small difficulties in determining the orig
of the molecular fragment channels. Simultaneous meas

FIG. 1. A typical time-of-flight spectrum showing CO1 and Kr1

ionized by 100 fs, 790 nm laser pulses at an intensity of
31013 W/cm2. Note the isotopic resolution on the Kr1 peaks.
9-3
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WELLS, DeWITT, AND JONES PHYSICAL REVIEW A66, 013409 ~2002!
ment of Xe and S2 is complicated by the overlap of the TO
peaks associated with128Xe21 and 32S2

1. The double ion-
ization rate of128Xe, however, can be inferred from a me
surement of 132Xe21 and the known isotopic ratio
(128Xe/132Xe50.0714) sincem/q566 is well separated from
m/q564 in our spectrometer. Similarly, S1 ions formed dur-
ing the fragmentation of S2 overlap with O2

1 ions due to
residual oxygen in the chamber, and it is therefore difficul
determine a S1 yield. In this case, uncertainty in the frag
mentation yield is reflected in the error bars on Fig. 2. Wh
F2 is introduced to the chamber, it reacts with small amou
of residual water and/or hydrocarbons to produce HF. Wh
this contamination is small relative to the amount of F2, it
leads to uncertainty in the origin of F1 ions. Again, this
uncertainty is reflected in the error bars of Fig. 3. It sho
be emphasized that the primary sources of error in our res
arise from statistics~particularly at low intensities! and the
uncertainty in the determination of the partial pressu
(;5%) and not from double ionization and fragmentati
issues. The error bars were calculated from the uncertain
discussed above, and then compared to the scatter in the
from multiple measurements. The larger error from the t
methods is reported.

For most of the targets investigated in this work, the
fective upper intensity limit of the measurement is the po
where the partial pressure can no longer be kept low eno
to ensure a counting rate below 1 count/shot for each spe
For D2 and N2 targets, with IPs greater than 15 eV, high
intensities are accessible. In these cases, an estimate o
double ionization contribution to the total ionization is ne

FIG. 2. The measured ratio of S2
1 to Xe1 plotted with the

predictions of ADK theory as a function of laser intensity. Thr
ADK calculations are shown: 1365 nm, 80 fs pulses focused wi
5 cm mirror~solid line! and a 30 cm lens~dotted line!; 790 nm, 100
fs pulses focused with a 30 cm lens~dashed line!. Also included in
the spatial averaging calculation is the measured beam diamete
each run. The two vertical lines mark the intensities where the va
of the adabaticity parameter (g) is 0.5 for each of the measure
wavelengths. Tunneling theory is expected to be valid to the righ
these lines. The measured S2

1:Xe1 ratio remains relatively con-
stant over the range of intensities measured, while the calcul
ratio changes by several orders of magnitude.
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essary to determine the correct ratio of molecular to ato
ionization. Given the direction of the laser polarization, t
extraction field, the overall efficiency of the microchann
plate ~MCP! detector, and the pulse-pair resolution of t
MCS, the probability of detectingboth ionic fragments from
a single double ionization event is quite low. In additio
there are dissociative single ionization channels that are
perimentally indistinguishable from double ionization in o
data. Accordingly, we did not divide the measured D1 or N1

yield by a factor of 2.
In the D2:Ar experiment, another approach is used to e

tend our measurements to higher field strengths. At inte
ties below 831014 W cm22, the partial pressure of each ta
get gas can be measured at levels low enough to individu
count pulses for all ion channels. Above that intensity,
D2

1 and Ar21 channels are measured using the MCS but
ratio of D1:D2

1 and Ar21:Ar1 is determined from the TOF
signal after averaging over 64 000 shots on a digital osci
scope. In contrast to the MCS counting technique, when a
lyzing the oscilloscope data the yield of the D1 channel is
divided by 2, since there is no instrument dead time and b
ions contribute to the analog signal. This procedure allo
us to perform measurements up to an intensity
131015 W cm22.

B. Sample preparation and characterization

The ionization experiments are carried out in an UH
chamber with a base pressure of'2310210 torr. The
chamber is pumped by a 1000 l/s turbomolecular pump.
sidual water vapor is the main contribution to the cham
base pressure in most cases, along with small amount
hydrocarbons. Both of these contaminants can be reduce
negligible levels by baking the chamber, leak valves, and

a

for
e

f

ed

FIG. 3. The ratio of F2
1 to Arn1 as a function of laser intensity

F2 is not suppressed compared to its atomic counterpart. The as
metric error bars reflect the uncertainty in the origin of F1 frag-
ments, which were added to the F2

1 yield, but might have origi-
nated from HF contamination in the UHV chamber. The dashed
is the prediction of an ADK calculation, similar to those shown
Fig. 2. The solid line is the prediction of the interference model
200 fs, 800 nm pulses, as estimated from the figures in Ref.@26#.
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COMPARISON OF INTENSE-FIELD IONIZATION OF . . . PHYSICAL REVIEW A 66, 013409 ~2002!
lines. Unless otherwise noted, the background chamber p
sure was sufficiently low during data collection to have
measurable effect on our results.

Targets that are gaseous at standard temperature and
sure are introduced by leak valves into the chamber. Sepa
leak valves are used for each analyte to maintain controlla
leaks equivalent to a change in the partial pressure of
chamber of 1310210 torr. Sample partial pressures a
measured with a quadrupole mass spectrometric residua
analyzer~RGA! @38# and corrected for electron impact ion
ization cross section@39–44#. The 70 eV electron impac
ionization of the RGA can also result in dissociative ioniz
tion of some molecular species. These yields are accou
for in the RGA scan by adding them to the parent ion yie

Since S2 molecules are not in the gas phase at STP, t
require a different procedure for sample introduction. Bu
sulfur has a high vapor pressure, but is predominantly co
posed of S8 at temperatures below'1000 K @45,46#. We
produce S2 by heating iron pyrites to roughly 350 K an
allowing the vapor to effuse into the UHV chamber throu
a 1 mm pinhole. The pinhole is not aligned with either t
RGA or the ionization region so that measured RGA a
TOF signals are due to diffuse background S2 present in the
chamber, and not from a S2 beam. The pyrite oven is differ
entially pumped with a 70 l/s turbo pump. The pumpi
speed on the oven region can be varied by means of a v
on the mouth of the turbo pump. Variation of the temperat
of the pyrite oven or the pumping speed~or both! allows the
S2 partial pressure to be adjusted from approximately 1029

torr to 1026 torr.
The granular composition of the FeS2 leads to a signifi-

cant increase in the water vapor present in the UHV cha
ber. As the pyrite is heated, we observe SO as well as2
production, presumably due to a reaction between the F2
and background H2O. The amount of SO in the UHV cham
ber slowly decreases over the period of about a week. Ta
advantage of this opportunity, ionization measurements
SO targets are made while the pyrite sample is ‘‘fresh.’’ T
SO partial pressure remains essentially constant over the
ration of an ionization measurement, as is verified by R
measurement at frequent intervals. The S2 ionization mea-
surements are not made until the pyrite has been heated f
least several days, and the H2O and SO levels have bee
considerably reduced.

C. Consistency checks

Despite the robust nature of the ratiometric technique,
data will be compromised if considerable care is not tak
during the experimental process. Key sources of poten
problems include~1! misalignment of the ionization regio
with respect to the ion extraction aperture,~2! nonuniform
detection efficiency of the different ion species,~3! uncer-
tainty in the determination of the partial pressure by
RGA, ~4! the presence of multiple gas targets with identi
m/q ratios, and~5! counting problems associated with pul
pileup at high detection rates. In this subsection, we desc
several procedures and consistency checks that are
formed to minimize errors in the data collection and analy
01340
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1. Alignment of laser focus with ion extraction aperture

The relative position of the ionization region and the lim
iting aperture on the spectrometer entrance determines w
part of the laser focal volume is interrogated by the sp
trometer. When using the 5 cm mirror to focus the beam,
ionization region is visually aligned with the spectrome
entrance while the chamber is at atmospheric press
Proper positioning of the mirror is facilitated by the plasm
spark that is created when the mirror is used to focus
laser in air. When using the lens to focus the laser light,
lens position was systematically adjusted until a maxim
signal rate was obtained for a given pressure.

A small misalignment of the laser focus and extracti
aperture can lead to a significant decrease in ionization si
in our experiment or others with similar spectrometer geo
etries. As a result, an ionization yield ratio obtained from tw
single species measurements is extremely sensitive to s
relative changes in the laser focus position and/or size
tween data runs. Because the ionization yield ratios of
species studied have a relatively weaker laser intensity
pendence, the ratiometric measurement technique shoul
insensitive to any small changes in the laser focus durin
dual species run. This assumption has been explicitley te
for N2 :Ar ionization yield ratio measurements by intential
moving the focusing lens to affect the ionization signal. W
find that while moving the laser focus away from the cen
of the slit greatly decreases the overall ionization rate, a
enhances the contribution of molecular fragments with h
kinetic energy release relative to the primarily thermal dis
bution of atomic targets, the ratio of N2

1 to Ar1 is not
strongly affected. We conclude that the ratiometric techniq
is indeed largely insensitive to alignment problems of t
type, particularly at intensities where single ionization is t
dominant process.

2. Ensuring uniform detection efficiency for different species

The approximate detection efficiency for single ion eve
is given by the product of the open area ratio of the mic
channel plates and the transmission of the two electrofo
meshes used in our spectrometer. For this ratiometric m
surement, however, having the same detection efficiency
different ion species is the main concern. Uniform detect
efficiency of all ions is ensured by accelerating all ions
greater than 4 kV before impacting the first MCP. The ra
of Xe21/Xe1 is measured as a function of the lower lev
discriminator setting on the MCS and measurements are
ducted with a discriminator setting well within the region
which the measured Xe21/Xe1 ratio is constant. While ve-
locity effects have been observed@47,48# in the analog gain
of microchannel plates, it has been demonstrated that
sufficiently high energy ions uniform pulse height distrib
tions, and therefore detection efficiencies, can be achie
even if the ion velocity is not uniform@49–52#. We also note
that the extraction voltage of the spectrometer is set h
enough that most high energy ion fragments pass through
entrance slit of the spectrometer and are collected. Meas
ments with different spectrometer geometries, discussed
lier, indicate that the difference in detection solid angle
9-5
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WELLS, DeWITT, AND JONES PHYSICAL REVIEW A66, 013409 ~2002!
dissociating molecules with high kinetic energy release
atomic targets with thermal energies is negligible.

3. Target partial pressure measurements

The RGA determination of the partial pressures w
checked by preparing a gas mixture of argon and N2 similar
to those used in earlier experiments@19,20#. Ar ~99 torr! and
N2 ~156 torr! were combined in a tank which was then fille
to a total pressure of 2580 torr with helium, resulting in
0.043:0.067:1 mixture of Ar:N2 :He. The gas mixture was
leaked into the chamber and the Ar:N2 ratio correctly repro-
duced with RGA measurement~to within 4%!, confirming
the validity of these pressure measurements. This mix
also allowed us to controllably introduce a much lower pr
sure of Ar and N2 to explore higher ionizing intensities. A
similar procedure was followed with Ar and D2, with similar
results. The F2 sample is a 5% mixture in He obtained com
mercially and also verified by RGA measurement. RG
analysis of the chamber is done before and after the ion
tion measurements, to ensure that the target pressure rem
stable over the course of the measurement. The error in
partial pressure measurement is estimated from the fluc
tion in the RGA measurement and the uncertainty in the
eV electron impact cross section@39–44#.

4. Species with identical mÕq ratios

Since both the TOF and RGA measurements are m
spectrometry methods, only them/q of a species can be con
clusively determined. Our treatment of the overlap of32S2

1

and 128Xe21 in the S2 :Xe experiment is discussed in Se
II A. Similarly, SO2 and S2 both have a mass of 64 amu, an
are indistinguishable in our TOF spectra. When the F2
oven is used as a source, TOF peaks at 48 amu and 64
are observed. We attribute these to nondissociative ioniza
of SO and S2, respectively. However, production of SO2 in
the oven~through a reaction with residual H2O) and its sub-
sequent fragmentation could produce similar TOF featu
To check our assignment, we introduced pure SO2 into the
chamber and compared its ionization-fragmentation T
spectrum to that obtained using the FeS2 oven ~see Fig. 4!.
The two results are considerably different. Even at low
tensities, pure SO2 readily fragments into S1 and SO1 ions
in approximately equal amounts. No peak indicating the p
duction of SO2

1 is seen. Alternatively, at the same intensi
the spectra from the pyrite source show no signs of S1. We
conclude that the pyrite oven produces S2 and SO, but neg-
ligible amounts of SO2. Therefore, the 64 amu peak we o
serve with the pyrite source is indeed due to S2

1 molecular
ions.

5. Hardware counting limitations

Counting problems are avoided primarily by controllin
the partial pressures of the targets so that the counting
does not exceed 1 count/shot for any individual spec
When a counting rate of greater than or equal to 1 count/s
is measured, the run is discarded. The bin size on the MC
5 ns, and the minimum pulse-pair resolution is 20 ns. T
spectrometer geometry and extraction fields are chosen t
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high enough that a uniform detection efficiency for all ions
achieved, but also low enough that the width of a typic
m/q peak covered several MCS bins. Therefore, some pe
especially if they contain many isotopes, have a tempo
width that is several times greater than the 20 ns pulse-
resolution of the MCS~see Fig. 1!. In these cases, the
count/shot restriction is sufficient. If, however, the pe
width is limited to only a few 5 ns bins, then a more seve
restriction ~sometimes as low as 0.25 counts/shot! is im-
posed. In addition to these critera, determined after the d
are collected and analyzed, there are several useful on
indications of counting problems. When the experimen
counting rate exceeds the pulse-pair resolution of the M
the m/q peak becomes heavily weighted to shorter flig
times. The shape of a peak, therefore, is a good test of
counting efficiency of the system. The MCP signal is a
monitored by a digital oscilloscope averaging many tho
sands of shots. A difference between the ratio observed
the oscilloscope and that obtained with the MCS indica
that the data have been corrupted by counting problems
these cases, the partial pressure in the chamber is adju
and the data are retaken. These additional checks, beyon

FIG. 4. A comparison of the TOF spectrum produced with 7
nm, 100 fs pulses at 531012 W/cm2 by ~a! heating FeS2 and ~b!
leaking SO2 into the chamber. SO2 appears to completely fragmen
even at relatively low laser intensities, and no significant peak
m/q564 is observed in the TOF spectrum observed from the S2

sample. Also, there is no hint of S1 from the FeS2 source, indicat-
ing that SO2 production from the pyrite oven is negligible.
9-6
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COMPARISON OF INTENSE-FIELD IONIZATION OF . . . PHYSICAL REVIEW A 66, 013409 ~2002!
strict 1 count/shot limit, ensure that the experimental res
do not suffer from counting errors.

III. RESULTS AND DISCUSSION

Our raw data for the D2:Ar measurement are shown i
Fig. 5. The data taken with the MCS and the MC
oscilloscope combination, described in Sec. II A, merge
gether smoothly. The various yields change by nearly e
orders of magnitude over the laser intensities measured
lustrating the difficulty for any detection scheme employ
in these measurements. While the D2 and argon targets ar
measured simultaneously in our case, it is easy to see th
small shift in intensity for one of the curves could result in
quite different ionization ratio for the two targets. As not
previously, the ratiometric method reduces or eliminates s
tematic errors due to uncertainties both in intensity and s
tial alignment of the laser.

A. F2 :Ar

As noted in the Introduction, previous comparisons
intense-laser ionization yields, N2 to Ar and O2 to Xe, indi-
cate that while some molecules~e.g., N2) do, in fact, ionize
at the same rate as companion atoms with the same IP, o
~e.g., O2) behave quite differently. Our yield ratio determ
nations for N2 :Ar and O2:Xe confirm the results of the pre
vious experiments@31#. As discussed in Sec. I, two theore
ical models accurately predict ionization suppression of2
and its absence in N2. In an attempt to test the direct an
indirect predictions of these two models, we measured y
ratios for several other atomic/diatomic pairs as descri
below.

An explicit prediction of the interference model@26# is
that F2, with its singlet electronic ground state and antisy
metric wave function, should be considerably more diffic
to ionize than N2 or argon, which have nearly identical IP
Proponents of the structure model@25# argue that ionization
of N2 is not suppressed because the outer electrons are
formly distributed around the molecular core, resulting in

FIG. 5. Ion yield in units of counts/~shot torr! as a function of
laser intensity for simultaneously measured D2 and Ar.
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effective nuclear charge of approximately 1.0. In this s
nario, F2, with its antisymmetric wave function, would b
expected to exhibit some suppression, since the ionized e
tron would be exposed to an effective nuclear charge
greater than 1.0. The yield ratio shown in Fig. 3 indica
that F2 has essentially the same ionization rate as Ar and2

~recall that the N2:Ar ratio is on the order of unity at al
intensities!. Therefore, our results for F2 are clearly at odds
with both theoretical models.

B. S2 :Xe

Since F2 does not show the predicted ionization behavi
one might wonder if the suppression of ionization in O2 is a
special case, or if it is a more general phenomenon that
curs in other molecules. When looking for other targets t
might exhibit ionization suppression, S2 is an obvious choice
because of its similar electronic structure to O2. While both
O2 and S2 have triplet, antisymmetric ground states, the IP
S2 is only 9.365 eV, almost 3 eV lower than O2 or Xe. Using
a very simple Ammosov-Delone-Krainov~ADK ! or
Perelomov-Popov-Terent’ov~PPT! tunneling model, one
would expect that the ratio S2

1:Xe1 would be much greate
than 1.0. Our experimental results, along with ADK calcu
tions, are shown in Fig. 2. The measured ratio near un
indicates, that, like O2, ionization of S2 is strongly sup-
pressed.

We note that for 790 nm pulses significant ionization
S2 occurs at intensities where tunneling theory is not stric
valid. Conventionally, an experiment is considered to be
the tunneling regime if the Keldysh adiabaticity parame
@15#

g5
2v0

v t
5

v0A2I p

E0
!0.5, ~1!

where v0 is the laser frequency,v t is the tunneling fre-
quency,I p is the ionization potential, andE0 is the electric
field strength of the laser pulse, all in atomic units. Th
parameter, developed for atoms, is still relevant for diatom
molecules; however, some adjustments are required for m
complex species@53#. Due to counting rate restrictions, ou
measurements with 790 nm laser pulses are limited to
g.0.5 ‘‘multiphoton’’ regime. However, by using 1365 nm
80 fs pulses from an OPA, we are able to determine
ionization ratio in the ‘‘tunneling’’ regime,g,0.5, as well.
As shown in Fig. 2, the measured S2 :Xe ratio is essentially
independent of wavelength. Clearly the molecular ionizat
suppression phenomenon cannot be classified as an e
sively tunneling or multiphoton-ionization effect.

Sulfur dimers are somewhat unusual in that their aver
internuclear distance is quite large in comparison to the o
molecular targets examined~see Table I!. In the interference
model @26#, this is a key parameter, since the generalizat
of the intense-field many-bodyS-matrix theory~IMST! @27#
from the atomic to the molecular case includes an inter
ence term in the IMST molecular ionization rate. The int
ference term for an antibonding orbital (I AB) is given by
9-7
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WELLS, DeWITT, AND JONES PHYSICAL REVIEW A66, 013409 ~2002!
I AB54 sin2S kWN•RW

2
D , ~2!

wherekWN is the momentum of the ionized electron after a
sorbingN photons@kN

2 /25Nv02(Up1I p) whereUp is the

ponderomotive energy# andRW is the internuclear coordinat
@26#. For a bonding orbital, sin2@(kWN•RW )/2# is replaced by
cos2@(kWN•RW )/2#. WhenkNR!p, the interference is totally de
structive ~constructive! for antibonding~bonding! orbitals,
irrespective of the angle of electron emission relative to
internuclear coordinate. For larger values ofkNR, the inter-
ference is constructive at some emission angles and des
tive at others for both bonding and antibonding grou
states. In this case, the total ionization yield is essenti
independent of the ground-state symmetry, but the ang
distributions of ejected electrons are distinctly differe
SincekN increases with ATI order, the observability of ion
ization suppression for antisymmetric orbitals depen
greatly on the number of ATI channels for which the con
tion kNR!p is satisfied, and on the relative contribution
these low order channels to the total ionization yield. T
large value ofuRu for S2 indicates that, in comparison to O2,
fewer ATI orders satisfy the destructive interference con
tion ~see Table II!. Therefore, assuming that the fraction
contribution of the low energy electrons to the total yield
similar in S2 and O2, one would expect ionization suppre
sion to beless severein S2 than in O2. Comparing the rela-
tive amounts of ‘‘suppression’’ between S2 and O2 is com-
plicated by the fact that S2 has a lower IP than xenon. In th
tunneling region, the S2 :Xe data are between two and te
times lower than the prediction of the ADK model, and
lower intensities they differ by several orders of magnitu
as shown in Fig. 2. In comparison, the O2:Xe ratio ~see Fig.
1 of Ref. @31#! is between 0.1 and 1 over the entire intens
range measured. The differences between the measured
ratios and the ADK predictions indicate that the suppress
of ionization in S2 is more severethan in O2.

C. D2 :Ar

Hydrogen molecules, while much simpler than the mu
electron targets discussed to this point, have the s
ground-state configuration and a similar IP to N2. Unlike N2
@31#, however, the ionization yield from hydrogen molecul

TABLE II. The calculated values of sin2@(kWN•RW )/2# for the elec-
tron energies of the first few above threshold ionization~ATI ! peaks
for O2 and S2. In this calculation, the laser wavelength is 800 n
and the intensity is 2.6531014 W cm22, an intensity where the
single ionization channel is nearly saturated for both O2 and S2

targets.

O2 S2

ATI 1 0.03 0.32
ATI 2 0.17 0.57
ATI 3 0.29 0.75
ATI 4 0.41 0.87
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has been reported to be substantially suppressed relativ
Ar @21#. Our results, shown in Figs. 5 and 6, are consist
with earlier experimental results@21#, showing a significant
amount of suppression. Our measurements are perfor
with D2 rather than H2 to simplify the assignment of the
source of ionization fragments in the TOF spectrum. At la
intensities below ionization saturation for either species
measured D2

1:Ar1 ratio ranges from 0.1 to 0.25. Initial at
tempts to explain this suppression@21,23# focused on the
orientation of the molecular axis with respect to the la
polarization. In a more recent paper@24#, the effect of the
external field on the vibrational overlap between the neu
and ion states is examined. While both predict suppres
ionization of H2 ~or D2) relative to argon, neither of thes
models satisfactorily accounts for the observed magnitud
the suppression.

FIG. 7. The calculated ionization potentials of argon and D2 as
a function of applied electric field as described in the text.

FIG. 6. The ratio of molecular to atomic ionization as a functi
of laser intensity for a mixed D2 and argon target. Both single an
double ionization of argon are included. The contribution of D1

fragments to the molecular ionization is accounted for using
method described in Sec. II A.

,
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COMPARISON OF INTENSE-FIELD IONIZATION OF . . . PHYSICAL REVIEW A 66, 013409 ~2002!
We have taken an approach similar to that of Saenz@24#
and calculated field-dependent effective ionization potent
for atomic and molecular species. These are then inpu
intensity-dependent parameters in ADK tunneling the
@17#. The sparse state space of the hydrogen dimer made
D2:Ar ratio the best test case for this model calculatio
Neutral hydrogen energies, in the presence of the laser fi
are determined via coupled-cluster theory withGAUSSIAN

98W @54#. Single and double excitations are included in t
correlation-consistent quadruplez calculation. The hydrogen
ion energies are determined with the same basis set via
consistent Fock theory. The IP is defined as the differe
between the ionic and neutral energies as a function of l
intensity. In order to simulate a ‘‘vertical’’ transition from
neutral to ionic molecular species, in all of the calculatio
the internuclear separation is fixed at the peak of the vib
tional wave function for the field-free molecular groun
state. The hydrogen energies were calculated for fie
aligned both parallel and perpendicular to the internucl
axis. An ensemble IP is then determined as the average o
IPs in the parallel and perpendicular configurations with
statistical 2:1 weighting of perpendicular:parallel orien
tions. A zero-point correction of 0.192 eV was applied to t
neutral energy. The same calculation was performed for
Ar1, and Ar21 . The first and second field-free IPs of argo
were determined to be 15.65 and 27.46 eV, respectiv
These are 0.7% and 0.6% below the experimental value
15.759 and 27.63 eV, respectively.

The resulting field-dependent IPs, shown in Fig. 7,
incorporated into the ADK tunneling theory@17# to produce
ionization rates, which are then temporally and spatially
tegrated over the focus conditions of the experiment. T
results, shown in Fig. 6, reproduce some of the gross feat
of the data. There are, however, noticeable differences, s
as the saturation of the calculation at a value near 0.8 ins
of 1.0, and the sharper slope of the data in the region aro
2.531014 W/cm2. As a consistency check, the Ar21:Ar1

ratio has also been calculated and compared to the data
to a small uncertainty in the absolute intensity, and cons
ering the inability of the model to account for simultaneo
rather than sequential double ionization, the modified AD
calculation reproduces the atomic ionization data quite w
Apparently, the differences between theory and experim
in Fig. 6 are due, primarily, to our inability to estimate acc
rate molecular ionization rates.

It would be difficult and perhaps not particularly illum
nating to extend this modified ADK approach to other sp
cies we have studied. First, the calculation of intens
dependent ionization potentials for other molecules, such
N2 or O2, is problematic, as the variational approach e
ployed for D2 cannot easily deal with field-induced curv
crossings in larger molecules. Second, the rather large di
ence in equilibrium internuclear distance for D2

1 and D2
results in a significant difference in the vertical and groun
state IPs. As a result, the effect of the field-dependent I
likely to be more pronounced in hydrogen than in other m
ecules. In short, while the results of our model show so
qualitative agreement with the data it, like several oth
before, fails quantitatively. We note that calculations of t
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field-dependent Franck-Condon overlap integrals would
more realistic than our vertical IPs. In fact, the effect of t
vibrational motion on the ionization rate of hydrogen mo
ecules has been studied@24# and the Franck-Condon factor
have recently been incorporated into the IMST framewo
for N2 @55#. In general, however, calculations of the fiel
dependent vibrational overlap between the neutral and io
molecular species are quite difficult to obtain.

D. Heteronuclear targets

Sulfur monoxide, while lacking the symmetry of a hom
nuclear diatom, has much the same electronic structure a2
or S2. Measurements of the SO:Xe ionization ratio, shown
Fig. 8, reveal that SO is quite difficult to ionize, and that t
suppression seen in S2 and O2 also extends to heteronuclea
species. As with S2, the suppression persists at higher wav
lengths as well. Since SO has a higher IP than S2 ~10.294 and
9.356 eV, respectively!, it is not unexpected that the value
of SO1:Xe1 are lower than the corresponding S2 results.
Perhaps a better way to examine the amount of suppres
is to examine the difference between the measured ratio
the ratio predicted by a tunneling calculation, since the t
neling ratio theoretically accounts for the difference in
@56#. At an arbitrarily selected value of 231014 W/cm2, the
SO1:Xe1 ratio is approximately 30 times smaller than th
prediction of the ADK model. The same value for th
S2

1 :Xe1 ratio is around 6.4. Thus, in this comparison, SO
;53 harder to ionize than S2 if the difference in IP is taken
into account.

Carbon monoxide is a singlet heteronuclear molecule w
a relatively high IP~14.014 eV!. We have compared it to
krypton, which has a nearly identical IP~13.997 eV!. Elec-
tronically, CO is quite similar to H2 (D2) or N2. The CO:Kr
results are shown in Fig. 9. The structure around
31013 W/cm2 is believed to arise from the knee in the kry
ton ionization yield at this intensity@34#. Interestingly, the

FIG. 8. The measured ratio of SO1 to Xe1 as a function of laser
intensity along with the predictions of ADK theory. Two calcula
tions are shown: 1365 nm, 80 fs pulses focused with a 5 cm mirror
~solid line!; and 790 nm, 100 fs pulses focused by a 30 cm le
~dashed line!. As in Fig. 2, the vertical lines mark the intensitie
whereg50.5 for the indicated wavelengths.
9-9
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WELLS, DeWITT, AND JONES PHYSICAL REVIEW A66, 013409 ~2002!
CO:Kr ratio is slightly less than that of N2 :Ar or F2 :Ar.
While the ratio of molecular to atomic ionization in the latt
targets is above 1.0, in the former case it is roughly one h
This suppression, however, is insignificant compared to
observed for O2 , D2 , S2, and SO. Note that we also pe
formed measurements with 1365 nm radiation, where CO
in the tunneling regime, and obtained a similar ratio.

To our knowledge, the only readily available diatom
molecule that does not have either a singlet or triplet gro
state is NO. This molecule has a doublet ground state a
low IP. We compared it to a xenon target, since, as for S2 and
SO, no easily accessible companion atom was available

FIG. 9. The measured ratio of CO1 to Kr1 as a function of laser
intensity. The solid line is an ADK calculation for 790 nm, 100
pulses; the dashed line is the same calculation but for 1365 nm
fs pulses. Both wavelengths are focused with the 5 cm mirror.

FIG. 10. The measured ratio of NO1 to Xe1 as a function of
laser intensity. Two calculations are shown: 1365 nm, 80 fs pu
focused with a 5 cm mirror ~solid line!; and 790 nm, 100 fs pulse
focused by a 30 cm lens~dashed line!. As in Fig. 2, the vertical
lines mark the intensities whereg50.5 for the indicated wave-
lengths. The tunneling calculation is in agreement with the m
sured 1365 nm data near saturation; however, the slopes of the
and of the calculation disagree significantly.
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1365 nm~see Fig. 10! the measured ratio was between 1
and 2.0, indicating that NO was slightly suppressed, giv
the 2.9 eV difference in ionization potentials. Whe
NO1:Xe1 is compared to the ADK prediction at 2
31014 W/cm2, the measured value is;1.53 smaller than
the model calculation. This amount of suppression is l
than that observed for S2 and SO in similar comparisons t
ADK theory. At lower wavelength~790 nm! and intensity,
the ratio ranged from a value of 1.5 to nearly 4. Even co
sidering the rapid increase in the ratio at low intensities,
experimental result is considerably below the prediction
the ADK theory.

It is difficult to reconcile all of the above data with an
particular model of intense field ionization of diatomic mo
ecules. Given the success of the interference model@26# in
describing O2 and N2 ionization rates, it is reasonable t
assume that the interference model has merit. Indeed, a s
lar interference effect has recently been observed in ioniz
ion-molecule collisions@57#. We note, however, that the co
lisional effect@57# is far more subtle than the ionization su
pression observed in this and previous work. Of course,
collision experiment@57# used hydrogen molecules as a ta
get, and the calculations@26# were performed for F2 , N2, and
O2. The fact that the model is unable to correctly describe
S2 or F2 behavior might indicate that, in these targets, th
are other molecular effects that are at least equally as im
tant.

The structure model@25# invokes an effective charge an
ionization potential based on the amount of screening p
vided to the outer electron by the inner electrons. The ar
ments made by Guo@25# for O2 are easily extended to S2 and
SO, since they have similar electronic structure. As pre
ously noted, however, the antisymmetric wave function of2
is similar to O2 as well, and no suppression is observed
this case. Finally, the charge screening effect that is the
sence of the structure model cannot be applied to D2. So,
while these additions to tunneling theory provide more ac
rate results in some cases, they do not seem generally a
cable.

In lieu of a satisfactory theoretical description, we off
the following observations regarding our experimental
sults. First, with the notable exception of D2, there seems to
be some relation between the ground-state wave func
symmetry and the ionization rate. Molecules with sing
ground states ionize at rates roughly comparable to rare
targets of similar IP. Molecules with triplet states, howev
appear to be more difficult to ionize. All of the triplet mo
ecules measured (O2 , S2, and SO! are from 53 to 303
harder to ionize than expected, based on the prediction
the ADK theory~SO and S2) or on measured rates in a com
panion atom of similar IP (O2 :Xe). In contrast, the ioniza-
tion yields of singlet N2 , F2, and CO are within a factor of 2
of their companion atoms. Doublet NO seems to fall in t
middle, showing slight suppression for the 1365 nm da
and significant suppression for the 790 nm data when c
pared to ADK predictions. The exception to this trend
H2 (D2). The difference between the equilibrium intern
clear distance in the neutral molecule and the molecular
however, is unique among the targets studied. The resu
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COMPARISON OF INTENSE-FIELD IONIZATION OF . . . PHYSICAL REVIEW A 66, 013409 ~2002!
this difference is that the vertical IP of H2 (D2) is quite
different from the IP calculated by subtracting the differen
in ground-state energies of D2 and D2

1 (IP0). While IP0 is
lower for H2 (D2) than for Ar~see Table I!, the vertical IP is
actually higher~see Fig. 6!. In the other molecules consid
ered, the difference between the vertical and ground-state
is much smaller. It is quite possible, therefore, that hydrog
molecules must be viewed as a special case when cons
ing their ionization yields as compared to atomic targets
similar IP.

Second, suppression, or lack thereof, seems to be
tively independent of the wavelength of the ionizing rad
tion over the range of wavelengths in this measurement. T
would indicate that the differences in atomic and molecu
ionization rates are not specific to the multiphoton or tunn
ing mechanisms.

Third, our measured ratios are often fairly constant ove
range of laser intensities until the ionization threshold
reached for one target, at which point the ratio rapidly ris
or falls. This behavior is quite unexpected. While tunneli
theory predicts unity rate ratios for species with identical I
it also predicts highly intensity-dependent ratios for spec
with different IPs.

Fourth, molecules with lower IPs are generally su
pressed. This is also unexpected, since ADK theory tend
underestimate the ionization yield of both molecular a
atomic targets in the region whereg.0.5 and multiphoton
ionization becomes more prevalent~see Refs.@20,25# for ex-
amples!. Thus, when comparing a molecular target of 9 or
eV to xenon~IP 5 12.13 eV!, the ADK calculation is ex-
pected to yield a molecular:atomic ratio that is smaller th
one would expect if the multiphoton contribution could
included. Nevertheless, SO, S2, and NO are all suppresse
relative to the expectations of ADK theory. Conversely, w
the exception of D2, molecular targets with higher IPs (N2 ,
F2, and CO! display molecular:atomic ionization yield ratio
similar to the predictions of ADK calculations.
.

.

.

es

01340
e

Ps
n
er-
f

la-
-
is
r
l-

a
s
s

,
s

-
to
d

n

Finally, heteronuclear molecules seem, in general, sligh
harder to ionize than homonuclear molecules of similar el
tronic properties. CO, unlike N2 and F2, is slightly more
difficult to ionize than its companion atom. Furthermor
while S2 , O2, and SO are all suppressed, SO is the m
suppressed of these three electronically similar species.

IV. SUMMARY

In summary, we have used the ratiometric ionization m
surement method to make accurate comparisons of the
ization yields of molecules and atoms. We have used
technique to explore the ionization behavior of most read
available diatomic molecules. While simple SAE based m
els of molecular ionization describe the gross properties
served, our experimental results have demonstrated tha
problem of accurately predicting molecular ionization beha
ior is more difficult than has been previously assum
Modifications of existing atomic models are not sufficient
describe the details of differences between molecular
atomic targets. In general, we find that molecules in sing
configurations display more atomlike ionization propertie
while doublet or triplet configurations appear to have su
pressed ionization rates relative to an atomic target of sim
IP. Hydrogen molecules are an exception to this rule, but
might be accounted for by the difference in the equilibriu
internuclear distance of the neutral and molecular ion.
hope that these results will stimulate further theoretical
amination of the basic process of strong-field molecular
teraction.
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