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Measurements of the electron-impact double-to-single ionization ratio using trapped lithium

M.-T. Huang, L. Zhang, S. Hasegawa,* S. H. Southworth, and L. Young
Argonne National Laboratory, 9700 South Cass Avenue, Argonne, Illinois 60439

~Received 10 April 2002; published 25 July 2002!

The Li21 to Li1 production cross-section ratio of ground-state atomic Li by electron-impact ionization has
been measured for electron energies ranging from 200 eV to 1500 eV. The measurements were done using a
pulsed, ion imaging time-of-flight spectrometer with Li atoms confined in a magneto-optical trap. The ratios
are more accurate than the single earlier result for the Li21 to Li1 ratios, a composite of two absolute
measurements, and are systematically lower. Both experiments show similar energy dependences that disagree
with the trend predicted by a semiempirical formulation. These measurements provide a benchmark for theo-
retical studies of electron-impact double ionization.
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I. INTRODUCTION

Electron-impact ionization is a fundamental collision pr
cess in atomic physics. Because of importance from b
applied and theoretical viewpoints, it has been the subjec
study for many years@1#. Nevertheless, the predictive pow
of theory remains limited. Theoretical challenges are gr
as even the simplest process, electron-impact single ion
tion, yields a final state with three charged particles in
continuum. Over the past decade, considerable theore
progress has been made on electron-impact single ioniza
based on nonperturbative methods, where calculations in
electron-hydrogen system@2–6# reproduce the observed ion
ization cross sections to within experimental error ba
('3%) @7# over a wide energy range. For atoms more co
plex than hydrogen, the agreement between theory and
periment for total ionization cross sections is somewhat
impressive, particularly when target electrons occupy m
than one shell, e.g., metastable He 1s2s 2 3S and the alkalis
@8#.

For electron-impact double ionization, anab initio theo-
retical understanding has started to emerge with soph
cated methods being developed to treat the strongly co
lated four-body continuum @9–12#. The theoretical
developments have been largely stimulated by (e,3e) experi-
ments in He, where the final state constitutes a pure fo
body problem@13–16#. The theoretical focus has been on t
observed angular correlation patterns of the two ejected e
trons, with less attention paid to the absolute value of
double-ionization cross section. Despite the existence
rather reliable values for the electron-impact doub
ionization cross section in helium@17,18# and even more
reliable ratios of the double-to-single ionization cross s
tions, to our knowledge, only oneab initio, fully quantal
work has calculated this ratio@12#. In that work the authors
obtained a value for the double-to-single ionization cro
section ratio for He, which is in reasonable agreement w
the experimental observation. For more complex atoms, o
semiempirical and semiclassical approaches have been
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to predict multiple-ionization cross sections@1,19,20#. The
semiempirical approach had qualitative success in reprod
ing trends and peak values for double-ionization cross s
tions, but tends to overestimate for metals and underestim
for rare gases by factors of roughly 2@19#.

In this work, we study electron-impact double and sing
ionization of lithium, an atom that represents the next step
complexity beyond helium. For theoreticians, lithium pr
vides a reasonable computational challenge that can
treated from first principles using some of the new metho
developed for electron-impact ionization of hydrogen, e
convergent close coupling and time-dependent close c
pling @21,22#. Other theoretical studies have used distorte
wave methods to predict ionization cross sections, which
dominated by the single-ionization channel@23–25#. Experi-
mentally, there have been three previous measuremen
electron-impact ionization in lithium@26–28#, of which only
one dealt with the double-ionization channel explicitly@28#.
In that study, absolute cross sections were measured for
single- and double-ionization channels by crossing an e
tron beam with an atomic beam of lithium and using a m
spectrometer to detect the lithium ions. Both channels w
measured independently, using different detectors. The w
known difficulties with absolute cross-section measureme
e.g., determining beam intensities, beam impurities, be
overlap, and collection efficiencies, are therefore present
both measurements, and the ratio is not necessarily m
accurate than the individual measurement.

In this work, we use lithium atoms confined in a magne
optical trap~MOT!, as a target to study electron-impact io
ization by ion time-of-flight~TOF! spectrometry. This elimi-
nates many of the uncertainties present in crossed-b
experiments. Since a MOT confines only specific atoms,
uncertainty due to the presence of dimers or other impuri
in the target is eliminated. Moreover, in traditional method
ions are produced over a relatively large volume, leading
uncertainty from possible differences in collection efficien
for different charge states. This uncertainty is reduced us
a MOT since Li ions are produced in a localized spot n
the center of the spectrometer and are efficiently extracte
the detector. Using the same detector for all charge st
eliminates the problem of cross calibration of detect
present in the earlier lithium measurements. In addition
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n.
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MOT can be used to measure absolute electron-impact
ization cross sections using the trap loss method@29# that
eliminates the need for absolute density, detection efficie
and beam intensity measurements. The measured ratio
then be combined with those measurements to obtain
absolute single- and double-ionization cross sections. In
dition, a MOT with its low temperature (<1 mK) and
hence low-momentum spread, is a perfect target for re
ion momentum measurements that can provide insight
visualization of complex ionization processes@30#. Although
we do not perform momentum-resolved measurements
this work, we do use the properties of a cold, localized MO
target to project the ions onto a localized spot on a positi
sensitive detector and greatly improve the achievable sig
to background using position cuts. Our results for the Li21 to
Li1 ratio by electron impact have an accuracy of'5% over
the 200–1500 eV range, representing a significant impro
ment over the early results of Jalinet al. @28#. Comparison is
made with semiempirical calculations@19#.

II. EXPERIMENTAL SETUP

The basic experiment is to prepare a sample of ultrac
Li atoms at the center of a time-of-flight ion spectrometer
pulse of electrons is then used to ionize the Li atoms. T
resulting ions are extracted onto an imaging detector, w
m/q identification being done by the time of flight.

The experimental setup is schematically shown in Fig
A resistively heated oven with a 1-mm orifice was used
produce Li vapor for trapping and was operated typically
'320 °C. The oven was located'10 cm from the trapping
region in a differentially pumped source chamber. The
vapor entered the trapping chamber through a 4-mm a
ture. A shutter located between this aperture and the o
orifice was used to admit Li vapor to the experimental cha
ber during the MOT loading period and to block the Li bea
during the ionization measurements. The background p
sure was maintained at about 231029 Torr during the ex-
periment. The magnetic-field gradient of 8 G/cm was p
duced by water-cooled, anti-Helmholtz coils located ins

FIG. 1. Schematic of the experimental apparatus~not to scale!.
See text for details.
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the chamber. The low-inductance coils ('4 mH) permitted
rapid turnoff ('50 ms) of the magnetic field; the absence
the magnetic field is necessary to control the low-ene
electron-beam trajectories.

The trapping laser light was provided by a ring laser o
erating with DCM dye. A small fraction of the beam wa
split and used for diagnostics and frequency locking. Us
the diagnostic beam, the central frequency of the laser
shifted by 100 MHz using an acousto-optic modula
~AOM! and then locked to the 22S1/2 (F53/2) to
2 2P3/2 (F855/2) cycling transition at 670.9 nm using th
saturated absorption resonance in a Li heat pipe. The rem
der of the laser output was sent through an electro-o
modulator, operating at 827 MHz to provide sidebands
hyperfine repumping, and an 80-MHz AOM to provide i
tensity control and frequency shifting. The laser beam w
then expanded to'2 cm diameter and'200 mW was
available for trapping. The central frequency of the laser
the trapping region was220 MHz detuned from the cycling
transition, or D'3.4G ~natural linewidth, G55.9 MHz).
The laser beam was split into three roughly equal inten
beams and sent to the trap in the standard retroreflec
configuration with quarterwave plates to achieve the pro
polarizations.

Approximately 53106 Li atoms were trapped and coole
to a temperature of about 1 mK with a cloud size of abou
mm in diameter. Fluorescence from the trapped Li ato
were collected with roughly 1.6% efficiency using af /2 lens
inside the chamber and imaged onto a photodiode detect
monitor the MOT intensity. The ionizing electron beam, af
passing through the interaction region, was collected b
Faraday cup to monitor the current and minimize ba
scattering to the interaction region. The ions were extrac
by a pulsed electric field~8 V/cm! and, after passing throug
a drift region, were detected by a two-dimensional positio
sensitive detector consisting of three 25-mm-diameter mic
channel plates~MCPs! in a Z stack and a resistive anod
encoder@31#. The total flight path for an ion produced in th
trap to the detector was'11.5 cm. The typical voltage
across the three MCPs was 2250 V with the front MC
floated between22 kV and23 kV to vary the ion-impact
energy. A grid ring, located'1 mm in front of the MCPs
and floated 100 V more negative, reduced the loss of seco
ary electrons produced by ion impact on the front MCP. T
ion position is determined by magnitudes of the charges
lected from the four corners of the specially shaped resis
anode; the charges are converted to voltage pulses by pr
plifiers. The ion arrival time is signaled by the fast summ
output of the preamplifiers. Ion times of flight were obtain
by using electron pulses as the ‘‘start’’ and ions striking t
detector as the ‘‘stop’’ in a time-to-amplitude convert
~TAC!. The TAC output and pulse-height signals from t
four corners of the detector were sent to 11-bit analog
digital converters in a CAMAC crate and recorded as ev
files. The event files were later used to generate TOF spe
as a function of position and pulse height. For each exp
mental run, we also recorded the total number of ions hitt
the detector, the total number of ions arriving within the TA
5-2
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window, the electron current in the Faraday cup, and
MOT fluorescence.

During the experiment, the oven shutter, laser light, m
netic field, electron beam, and extraction field were switch
with a well-defined time sequence, as shown in Fig. 2. D
were taken only when the oven shutter, laser, andB field
were turned off, ensuring that the experiment probed o
ground-state Li from the trap and that the Li beam from
oven was blocked. The oven shutter was opened for 4 s to
load the trap and closed for a 3-s experimental window. T
time scale is set by the lifetime of the MOT ('3 s). During
loading, the trapping laser andB field were switched on.
After closing the shutter, an 8-ms delay (D1) is imposed
before the start of the interrogation period in order to all
the shutter to close completely. A single interrogation per
lasted for 1 ms, during which time the trapping laser lig
andB field were switched off. This time scale, 1 ms, is set
the time taken for the Li atoms to expand ballistically by
mm. During the interrogation period, the electron-be
pulses ~100 ns! and ion extraction pulses (28ms) were
switched repetitively with a period of 30ms, after a delay of
50 ms (D2) to allow the B field to decay. The extraction
pulses were triggered 280 ns (D3) after the electron-beam
pulse. The ion extraction timing left a window of 2ms for
the electron pulse to pass through the interaction region
perturbed by either theB field or the ion extraction field.
Approximately 30 cycles of electron pulse/ion extracti
were delivered during each interrogation period. After ea
interrogation period, the Li atoms were retrapped by turn
on the trapping laser beams andB field for 2 ms. Roughly
1000 interrogation/retrap cycles were completed in the

FIG. 2. Schematic of the experimental timing sequence. Th
time scales are involved~s, ms, andms). The first sequence~s! is
for trap loading~4 s! and the experimental window~3 s!. The sec-
ond sequence is for interrogation~1 ms! and retrapping~2 ms!.
D158 ms is the delay between the shutter closing trigger and
start of the interrogation period. The third sequence (ms) is for
pulsing of the electron beam, extraction field, and the time of fli
of the ions.D2550 ms is the delay between theB field off trigger
and the first electron pulse.D35260 ns is the delay between th
electron pulse and the extraction field pulse. See text for fur
details.
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experimental window before the trap required reloading. T
entire sequence is repeated many times to build up stati
for the ion ratio measurement. A typical data set requi
'1 –2 h at each electron-impact energy. By recording Li21

and Li1 ions simultaneously in the TOF spectra, there w
no need to normalize their relative intensities for variatio
in the Li target density or electron-beam flux during the lo
data-acquisition time for the ratio measurement.

III. DATA ANALYSIS

Virtually no Li ions were observed in time-of-flight spec
tra taken with theB field off ~no MOT! while other condi-
tions remained the same~electron gun, laser, extraction, an
oven shutter being switched as usual!. This showed that no
appreciable background Li vapor was present in the cham
when the oven shutter was closed and that the measure
ions came exclusively from the trapped sample. Ba
grounds in the TOF spectra were due primarily to H2 and
H2O residual gases in the chamber. Because Li atoms w
confined to a small spot and had small translational m
menta, the resulting ions also hit a small area ('2 mm di-
ameter! of the detector, as shown in Fig. 3. By resorting t
event file to include only ions hitting a small area, the bac
ground could be reduced by factors of 6–10 for box sizes
8.5 and 5.8 mm, respectively. A sample TOF spectrum
shown in Fig. 4. The width of the time-of-flight peak for Li1

was'160 ns and the flight time'4.4 ms, for a resolution
Dt/t of 3.7%.

In order to reduce the multiple-hit probability, the cou
rate was kept below 5% of the electron gun pulsing f
quency at all times. Nevertheless, all TOF spectra were m
tihit corrected using the following analytic formula@32#:

NA5
Ni

12
1

N (
j 51

i 21

Nj

, ~1!

whereNA is the true number of counts in the channeli ,N is
the total number of electron pulses, andNi is the observed
counts in channeli. This correction is required because th
TAC is stopped only once~by the first ion arrival! during

e

e

t

r

FIG. 3. A contour plot of the ions detected on the positio
sensitive detector. The localized spot due to Li1 from the trapped Li
atoms is prominent.
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each TOF cycle. Therefore, in cycles where two or more i
were created during one-electron pulse, the fastest ion wi
preferentially detected. The multihit-corrected spectra ty
cally yielded ratios'2% lower than the raw TOF spectra

The background-subtracted ion yields under the Li1 and
Li21 peaks in the multihit-corrected TOF spectrum we
used to calculate the ratio. Typically we acquired at le
2500 counts in the Li21 peak with roughly 1.5 times this
number in the background. Four box sizes~2.4, 3, 5.8, and
8.5 mm! were used to obtain the TOF spectra and the cha
state ratio in order to study discrimination between differ
charge states as a function of area. The smallest box size
found to discriminate against detection of Li21 and an aver-
age of the ratios obtained using the largest two box size
reported here. There were at least three independent run
every electron energy, which were consistent within stati
cal errors~typically 3–4 %!.

Possible systematic errors in the Li21 to Li1 ratio can
arise from charge-exchange collisions along the ion fli
path ('11.5 cm) through the spectrometer. Backgrou
pressure was kept at about 231029 Torr during the experi-
ment, so charge-changing collisions between outgoing i
and background gas should be negligible. In addition,
tested for charge exchange with other Li atoms in the trap
reducing the number of trapped atoms by somewhat m
than a factor of 2. No statistically significant difference in t
ratio was observed.

Another systematic error in the Li21 to Li1 ratio can be
caused by different detection efficiencies for Li21 and Li1

ions. The detection efficiencies for MCP-based detectors
pend on the ion-impact energy for ions of the same spec
The ratio Li21 to Li1 was measured for ion-impact energi
ranging from 1 keV to 3 keV, by varying the floating voltag
on the front MCP. It was found that the measured rat
agreed within statistical errors for floating voltages equa
or greater than22 kV. However, this does not necessar
imply that the charge states are detected with equal effic
cies, since the pulse-height distribution for the singly a
doubly charged ions can differ. If the pulse-height distrib
tions of the two charge states are the same, then it is assu

FIG. 4. Ion time-of-flight spectrum recorded at an electro
impact energy of 1200 eV showing Li21 and Li1.
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that the detection efficiencies will be the same. In order
the pulse-height distributions to be the same, the ion imp
energy needs to be the same; i.e., 2-kV Li21 should give the
same pulse-height distribution as 4-kV Li1. It is impractical
to measure this small correction to the observed ratio a
given floating voltage using Li TOF spectra, because
Li21 to Li1 ratio is very low (<0.4%) and perfect normal
ization of Li trap density and electron-beam flux betwe
long runs would be necessary. Therefore, to evaluate the
ficiency correction factor, we measured the 21 to 11 ratio
for both He and Ne, where a constant target thickness
easily maintained using a flow controller to admit the sam
gases to the entire turbo-pumped chamber. The cham
pressures were 131026 and 5.631027 Torr for He and Ne,
respectively. Otherwise, the measurements were done u
the same conditions as the experiment on Li; i.e., with el
tron gun, extraction field,B field, and oven shutter, all bein
switched. Ratios were then obtained by two methods:~1!
using 11 and 21 ion yields from the same TOF spectru
with a floating voltage of22.0 kV, and~2! using the ion
yields of 11 and 21 from spectra with different floating
voltages (21.5 kV and23 kV) such that the 11 and 21
ions have the same impact energy. The pulse-height distr
tions of the 11 and 21 ions do indeed overlap when acce
erated to the same impact energy, as shown for Ne in Fig
It was found that the ratios measured using method~2! were
consistently lower than those measured using method~1!, as
one would expect, because for any fixed floating voltage
21 ions will have a pulse-height distribution shifted
higher values and therefore will be preferentially detect
The 21 to 11 ratios that we measured for He were in go
agreement with those reported in the literature@17,18#. The
difference between the two methods, i.e., the correction
tor, was 3% for He and 7% for Ne. It was observed in p
vious studies using a double MCP detector@33# that the satu-
ration of the MCP detection efficiency depends on the m
of the ions. The detection efficiency of lighter ions satura
faster as a function of impact energy than that of heav
ions, as we observe here. Thus, the correction for our
measurement should fall between those of He and Ne.
have applied a correction factor of 5% and report on the L21

-

FIG. 5. Pulse-height distributions of Ne1 and Ne21 ions at the
same impact energy of 3 keV, demonstrating that the distributi
overlap.
5-4
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to Li1 ratios as 95% of the raw values we obtained us
floating voltages of22 kV or higher.

IV. RESULTS AND DISCUSSION

Our measurements of the Li21 to Li1 production cross-
section ratios for electron-impact energies ranging from 2
eV to 1500 eV are shown in Fig. 6 and in Table I. O
reported error bars for the ratio~about 5%! are due to statis-
tics and consistency between runs. We did not add an a
tional uncertainty for the detection-efficiency correction fa
tor. The ratio rises as a function of electron-impact ener
and seems to reach a plateau at 500 eV where it remain
about 0.37% up to the maximum energy of 1500 eV. To
knowledge, the only other measurement on double ioniza
of Li by electron impact is that of Jalinet al. @28#. In that
measurement, absolute single- and double-ionization c
sections were measured separately using different detec
The ratios of their measured absolute cross sections are
shown in Fig. 6. The uncertainty of each of their absol
measurements was215% and120%. We estimate a620%
error bar for their ratios. For clarity, this error bar is on
placed on one of the data points in Fig. 6. It can be s

FIG. 6. The Li21 to Li1 ratio as a function of electron energ
Closed circles are current work. Open squares are ratios of
absolute cross-section measurements by Jalinet al. @28#. Solid
curve shows ratios obtained from semiempirical formulations
single @34# and double ionization@19#.

TABLE I. Measured Li21 to Li1 ratio.

Ee (eV) Ratio ~%!

200 0.123~12!

300 0.222~13!

400 0.288~15!

500 0.356~15!

750 0.355~15!

1000 0.377~15!

1200 0.356~19!

1500 0.375~19!
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clearly that our measurements are systematically lower,
show energy dependence similar to that observed by J
et al. Most of their ratios overlap with the present resu
within the spread of the combined error bars.

To date, there is noab initio calculation for double ion-
ization of Li by electron impact. Therefore, we compare t
measurements to semiempirical formulations. These form
lations assume that all electrons of an atom contribute to
total ionization cross section, and that the contributions fr
all electrons within a given subshell are identical. The sing
ionization cross sections were obtained by using the se
empirical formula of Lotz@34#:

s5(
i 51

N

aiqi

ln~E/Pi !

EPi
$12biexp@2ci~E/Pi21!#%,

E>Pi , ~2!

where E is the electron-impact energy;Pi is the binding
energy for electrons in thei th subshell;qi is the number of
equivalent electrons in thei th subshell;ai ,bi , and ci are
individual constants. We have used the constants given
Lotz @P(2s)55.39 eV,P(1s)558 eV,a54.0,b50.70,c
52.4# to calculate the values of the single-ionization cro
sections. The double-ionization cross sections were obta
using the similar, recent semiempirical formulation of B´-
lengeret al. @19#,

sn5
a~n!Nb(n)

~ I n /Ry!2 S u

u11D ln~u11!

u11
@10218cm2#, ~3!

whereu5E/I n21,E is the incident electron energy;I n is the
minimal ionization energy required to removen outermost
electrons from the target;N is the total number of targe
electrons;a(n) andb(n) are constants; and 1 Ry5 13.6 eV.
@From that paper, forn52,a(n)514 andb(n)51.08.# The
ratio of these two cross sections as a function of elect
energy is plotted in Fig 6. This ‘‘semiempirical’’ ratio is
larger than our measurement throughout the entire ene
range measured, and does not show the plateaulike stru
above 500 eV. If instead of the the Lotz formula we use
ab initio single-ionization cross sections calculated by Br
@21# ~which agree well with the measurements by Jalinet al.!
then the resulting ratio for Li21 to Li1 is yet higher and in
even poorer agreement with our measurements. It shoul
noted that the Be´lengeret al. semiempirical formula predicts
larger double-ionization cross sections for metallic ato
~Fe, Cu, Ag, and Bi! than experimentally observed@19#. This
might also be the case for Li, and thereby cause the Li21 to
Li1 semiempirical ratios to be larger than observed exp
mentally.

It is also of interest to compare our plateau value~0.37%!
for the ratio of double-to-single ionization by electron impa
to that predicted for the shake-off mechanism. In a previo
study of the ratio of double-to-single ionization of lithium b
fast heavy-ion impact@35#, the authors calculate the prob
ability to shake off an electron after removal of a 1s or 2s
electron by the ionizing projectile. For an initially created 1s
hole state, the probability to shake off a 1s(2s) electron was

he

r
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calculated to be 0.38%~0.38%!. For an initially created 2s
hole, the probability to shake off a 1s electron was calcu-
lated to be 0.03%. In order to use these shake-off value
predict the high-energy limit of the ratio by electron-impa
ionization, knowledge of the partial cross sections for 1s and
2s ionizations is required. One can obtain the partial cr
sections for 1s and 2s electron-impact ionization either from
ab initio theory@25# or by using the relationship between th
photoabsorption cross sectionS(21) sum rule@36# and the
charged particle impact ionization cross sections@37#. As-
ymptotically, the Bethe formula for the ionization cross se
tion as a function of projectile energy can be written as f
lows:

s iE/R5~4pa0
2!Mi

2ln~4Eci /R!, ~4!

wheres i is the total ionization cross section,E is the inci-
dent projectile energy,ci is a constant that depends on t
properties of the target, andR and a0 are the Rydberg~en-
ergy unit! and Bohr radius, respectively. Ratios of ionizati
cross sections in the high-energy limit are therefore de
mined roughly by the leading factorMi

2 , the squared dipole
moment, which corresponds to the portion ofS(21) leading
to ionization,Si(21), i.e.,

Mi
25Si~21!5E

IP

`

~1/E!~d f /dE!dE, ~5!

whereE is the energy andf is the oscillator strength. TheMi
2

for 2s ionization will be given roughly by theSi(21) inte-
gral between the 2s and 1s ionization thresholds, 5.39 an
65.0 eV, respectively. TheMi

2 for 1s ionization will be given
by theSi(21) integral above 65 eV. These spectral sums
lithium are conveniently given in Berkowitz’s recent boo
@36#. Using Table 2.6 of that book, we find that theSi(21)
sum for 2s ionization is 0.233, and that for 1s ionization is
0.195, for an asymptotic ratios2s /s1s51.2. ~The coeffi-
cients of the Bethe logarithm term in Younger’s expressio
for the 1s and 2s partial cross sections yield a similar valu
for the ratio,s2s /s1s51.04.! Using the ratio obtained from
photoabsorption data,s2s /s1s51.2, we obtain a shake-of
probability of 0.36%. This asymptotic value is surprising
near the plateau value that we observe~0.37%!.
dy

m

01271
to
t

s

-
-

r-

r

s

Finally, we compare to ionization by other projectile
heavy ions, and photons. We note that our plateau value
the electron-impact double-to-single ionization ratio agre
with the observed 21 to 11 ratio of (0.3460.07)% induced
by fast heavy-ion impact (95 MeV/amu N71) @35#. In that
work, the authors calculate an asymptotic 21 to 11 ratio of
0.29%, of which 25% of the 21 yield is due to shake off and
the remaining 21 yield is due to TS-2 processes.~The TS-2
process was defined as a two-step process, involvingtwo
interactions between the projectile and the target electro!
The asymptotic ratio for photon impact is calculated to b
factor of '10 higher@38#. In general, the asymptotic 21 to
11 ratio for photon impact is expected to be larger, since
charged particle ionization the energy transfer is not fix
and lower energy transfers favor single ionization.

V. CONCLUSION

In summary, the Li21 to Li1 production cross-section ra
tio by electron impact was measured for electron energ
ranging from 200 eV to 1500 eV. The measured ratios ra
from '0.1 to 0.4 % and appear to reach a plateau value
0.37% above 500 eV. The 21 to 11 ratios were found to be
systematically lower than those of Jalinet al. and those pre-
dicted by semiempirical formulas. The trapped atom sam
combined with an ion imaging time-of-flight spectromet
offers some advantages for these measurements:~1! elimina-
tion of dimers and impurities,~2! enhanced control of ion
collection efficiency, and~3! reduction of background
through position-sensitive cuts on the data. Through car
assessment of systematics, the accuracy achieved ('5%) is
a significant improvement over the single earlier measu
ment. We hope that this result will motivate theorists to p
form ab initio calculations for this relatively simple system
and act as a benchmark for those studies.
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