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The numerical integration of the three-dimensional time-dependent @oges equation that appears in the
impact-parameter approximation is carried out using a Fourier collocation method that is based on a splitting
technique for the time evolution operator. The final wave function is analyzed in momentum space using a
histogram approach. Singly and doubly differential cross sections for ionization as a function of polar emission
angle and energy are calculated near the maximum in the total cross section, i.e., at 50—60-keV impact energy.
They compare well with recent experimental results for intermediate and high electron emission energies,
while some discrepancies remain at low energies due to the neglect of residual Coulomb interactions in the
ionized wave packet. In order to achieve convergence and to reproduce experimental results at electron
energies below 20 eV one needs to extend the calculations to final internuclear separations beyond 30 a.u.
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I. INTRODUCTION (CTMC) technique, certainly in the range of low energies
where quasimolecular dynamics, charge transfer via tunnel-
The numerical solution of the time-dependent Sehro ing, and ionization via orbital promotion become important.
dinger equatioTDSE) for ion-atom collisions has become In fact, a comparison of CTMC calculations, as well as a
an area of intense investigation in recent years. Various tectperturbative quantum theory, namely, the continuum
niques have been applied and usually tested on the case @gtorted-wave methodCDW) with experimental doubly
proton-hydrogen collisions. Traditional techniques includedifferential cross sections for the-H(1s) collisions system
large-scale basis-set expansions, e.g., in the Sturmian ba§igOWS that n@b initio theory has explained so far the details
[1], Gaussian basif2], and multicentre atomic-orbital ex- ©f €léctron emission below the matching velocity, i.e., for
pansiong3,4]. A recently developed technique employs thelmpc’?lct velocities of the orde_r of classical electron_orb_lt ve-
automatic generation of optimized basis s@@sis generator locities or below[12]. Experimental data for longitudinal

method [5], and has been used very successfully in s Stemmomentum distributions in 114-key-H collisions suggest
. ' y y y that even at high impact velocities both models provide
that involve one electron, as well as many-electron problem

o . . . ualitative explanations, but that some discrepancies persist
within the independent-particle model at the level of tlme—a P P P

; - in highly differential ionization datfl13].
dependent density-functional thed§,7]. So far these tech- Several groups are working at present on the numerical

niques have been used almost exclusively to calculate totaly | tion of the TDSE in a complete two-center geometry. In
cross sections for excitation, charge transfer, and ionizationne work of Kolakowska and co-workef$4] total cross sec-
The situation is slightly different for antiproton-hydrogen tjons have been obtained both from a finite difference, as
collisions, where the problem can be analyzed using a singleyell as a Fourier collocation technique. Many excitation and
center basis, and differential ionization cross sections werestate-selective charge-transfer cross sections have been cal-
e.g., calculated in a Sturmian basis approg@h A recent  culated forp-H(1s) scattering, and they compare reasonably
calculation forp-H(1s) collisions makes use of a finite dis- well with basis-set calculationévhich usually have some
cretized Hilbert-space basis of target-centered continuuradvantage when it comes to bound-state populations due to
states in conjunction with target and projectile bound statethe exact incorporation of the bound statéEhese calcula-
[9]. This careful work allows one to appreciate the difficul- tions obtain agreement for=1, 2, 3 bound-state populations
ties of extracting continuum information from two-center on projectile and target with other theories and with experi-
basis-set expansions. ment at the 10% level. Significant differences exist for sub-
In order to study differential ionization probabilities and shell populations, which indicates that these may be affected
cross sections for a two-center geometry it is advantageousy the way the two-center continuum is treated. A substantial
to resort to a direct numerical integration technique. Earliefactor-of-two discrepancy between practically all theories
fully three-dimensional results were obtained using aand experiment remains unresolved for the production of
coordinate-space finite-difference appro4th]. These cal- Balmer« radiation[15]. For the total ionization cross sec-
culations were motivated by interesting structures observetion there are discrepancies between the numerical calcula-
in measurements involving helium targets using the so-calledons and other large-scale theories at the 10% level, and
cold target recoil ion momentum spectroscd@OLTRIMS)  with experiment at the 25% levéh significant discrepancy,
technique[11]. The measurements of completely resolvedwhich indicates that either experiment underestimates the
longitudinal and transverse electron momenta for knowrtrue ionization cross section or that a number of different
heavy-particle kinematics put in question the validity of thesolution techniques for the TDSE fail for various reasons and
traditionally employed classical trajectory Monte Carlo overestimate ionization Thus, an important aim for these
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calculations is to reach the 5—10 % accuracy level for totalelocity, z, is an initial separation chosen large enough to not
ionization, and to be completely flexible as far as ionizationaffect the final results significantly, and
mechanisms are concerned. These calculations support the
idea that the dominant contribution to ionization at small to Z: Ze
intermediate impact parameters comes from the so-called po- Virt)=—r——7——=—.
tential saddle regiof10,16, a finding that has considerable Irl Ir=R()
support from COLTRIMS experiments for singly charged
ionic projectiles. In the actual calculations we work in a center-of-charge
Important computational efforts in this respect have beeidframe as far as the longitudinal motion is concerned; i.e.,
made within partial-wave expanded two-cenfd7], and  both nuclei move with one half of the projectile velocity. The
one-center method$18]. The detailed comparison with transformation from the target franie which (1,2) are writ-
CTMC calculations shows that if one goes beyond the miten] to this frame is obtained by a boost of the wave function
crocanonical initial distributions in thei0) semiclassical —according to
approximation, one can actually describe the ionization dy-
namics rather well at impact velocities above the matching Y(r,t)—explivpz/2)g(r,1), ©)
condition [18,19. Nevertheless, some limitations persist,
such as the underestlr_natlon of t?ackward scattering, as W‘?’\llhere we have ignored a position-independent energy phase.
as the fact t_hat classical s_mall—mpact—pqramet_er results e potential energy becomes
higher energies appear to involve more violent ion-electron
interactions than what is observed in quantum calculations.
We mention in passing that there are other recent attempts V(r,t)=— Z1 _ Zp @)
to tackle the present problem without solving the TDSE ex- ' [r—Rt(t)] [r—Rp(t)|’
plicitly. Apart from the mentioned CDW approximatiqof
which there are more versions than referred to in referencegnere Rr(t)=(0,0,— zg/2+ vpt/2) and Rp(t)=(0h,zy/2
[12,13), there are attempts to tackle the problem in a Born_vpt/z)_
approximation with improved final-state wave functic@o], The center of charge corresponds to the equiforce point in
and a variational calculation in which a simple time-evolvedipe symmetric collision system: for asymmetric systems one
wave function is projected onto a correlated final continuun]mIy wish to investigate which of the two reference frames is
state[21]. _ . _ _more convenient. The reference frame used presently is ad-
Our interest in the present work is to provide a detailed,antageous for small to intermediate impact parameters for
comparison with experiment at an impact velocity aboveynich the majority of electrons winds up in the vicinity of
matching where the total ionization cross section reaches itg,q potential saddle region, unless the impact energy is in-
maximum. The emphasis is on differential electron emissionreased beyond 100 keV. In this inertial frame the
cross sections, which will serve as a benchmark for the atygordinate-space mesh is used optimally, and the propagation
tempt to solve the TDSE numerically for the ionized electrongrrors for the ionized electron distribution are reduced due to
wave packet. At the same time we wish to address the quegne appearance of smaller electron momenta.
tion of the discrepancy of elaborate theoretical total ioniza- gpe might think the method of solution should be Gal-
tion cross sections with the most accurate measurerf@®is jiean invariant, in principle, in order to reflect a symmetry of
at the 25% level that is significant, since all these theoreticalhe TDSE. Therefore, the question arises whether the nu-
data lie systematically above the experimental restite  merical solutions carried out in different boosted frames are
CDW approximation represents a notable exception completely equivalent. Due to the limitations imposed in mo-
mentum space by the discrete Fourier-transform method Gal-
Il. THEORY ilean invariance can be satisfied only for momenta included
in the finite momentum mesh. The time propagation scheme

The impact-parameter approximation allows one o reyegcerined below is periodic both in coordinate and in mo-
duce the three-body quantum collision problem to an explicyneniym space. Periodicity in momentum space implies that
itly time-dependent single-particle problem for the electron

o . ) X . i components of the wave function accelerated beyond the
moving in the field of the nuclei following classical straight-

i . h f thi K h available maximum momentum value will move rapidly in
sl,gtleutzgﬁ“gp. The concern of this work is to propagate they,o nnosite direction. This will lead to distortions of the

wave packet. Therefore, the center-of-charge frame is
P 52 deemed to be advantageous not only from the coordinate-
i 7 __ " g2 space economy point of view, but also in order to reduce
I at vr.t 2mV v OV Dy, @ errors in momentum space. The price to pay for this refer-
ence frame is that the initial state, namely, a target
and to analyze the wave function at a sufficiently large interH(1s)-orbital has to be transported into the collision region,
nuclear separation after the collision. We employ atomicwhich can introduce errors of its own.
units in whichzi=e=m,= 1. The electronic potential is de- The Fourier collocation method4,16,23 makes use of
fined using the straight-line trajectoB(t)=(0b,zy—vpt), the fact that the time evolution operator can be approximated
whereb denotes the impact parametey, is the projectile  to second order in the time stéy by a splitting according to

@
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U(t+At,t)=exg —iH () At]~exg —iTAt/2)

B(rO)=y(r,)— 2 agmxnm( —Re(h)expivpz/2)
xexg —iV(t)At]lexp(—iTAt/2), (5) n.lm

P .
- a r—Rp(t))exp —ivpz/2). 8
where the Hamiltonian operator in E¢l) is expressed as n;m nimXnim r(t)exp(~ivez/2).  (8)

H=T+V with the momentum representation used for the

kinetic energyT = p?/2. An explicit time propagation can be ) )
achieved by switching back and forth between the coordinatE©" large times the wave packe(r,t) represents the ion-
and momentum representation: beginning a time step witized eIectrons in the center-of-charge frame and needs to be
the wave functiony given in coordinate space one carries 2nalyzed for its momentum and energy content.

out a propagation with the free-particle kinetic energy over AN important issue concerns the eigenstates of the two

At/2 by going intop space where the kinetic energy becomesone-center Hamiltonians that are used to extract and remove

a multiplicative operator. Then one switches back to coordithe _bound_ pro_jectile anq target populations. Two pptipns are
nate space for the propagation ovkt with the potential- available in this respecti) one can use the discretization of

energy part which is followed by another half-step with theth€ exact atomic hydrogen H(m) eigenstates that are not
kinetic energy in momentum space. This symmetrized fornfigenstates of the numerical Hamiltonian, @) one can

of the time evolution operator takes into account the nonCOMPUte numerical eigenvectors of the discretized eigen-

commutativity of T andV up to orderO(At?), and therefore value problem. The latter method is simple to implement for

permits norm conservation during the time propagation at théhe I_—|(]s) gr(_)un_d sta_te by an itera'_[iv_e proceqlt(mopaga-
percent level when using time steps of the orderAdf tion in negative imaginary timebut it is more involved for
—0.05 a.u. for the problem at hand the excited statesone has to ensure orthogonality to the
To carry out this scheme one uses a Cartesian mesh mwer-lylng.numerlcal e|genvectc)rsWe are less mtgrgsted
coordinate space combined with a conjugate mesh in mah the precise computation of bound-state probabilities and

mentum space, and the Fourier transforms can be achiev&f0SS Sections, and therefore use metkiodit should be
efficiently using so-called fast Fourier transfotFFT) algo- noted that the computation of derivatives by the discrete

rithms. The Cartesian mesh forces one to deal with the Cod-ourier method is nonlocal in coordinate space, and is very

lomb singularity in some way. In our implementation the apcurate in regions where the wave packet has a large mag

Coulomb potential is not regulated explicitly, but a mesh ismtude, Whi.le. in t'he tail regions it is less accurate than a
chosen in which the origin is avoideih fact thex=0, y traditional finite-difference method, as can be shown by one-

=0, andz=0 planes are excludedTherefore, the Cartesian dimensional example¢e.g., Gaussian wave packetJhe

mesh is used as a regulator. A price to be paid for the con{-)aCk of accuracy in the regions away from the center of the

putational efficiency is the loss of rotational symmetry in the 0X IS most I|.ker cal_Jsed by the.per|od|c boundary qond|—
target and projectile eigenstates. tions implied in the discrete Fourier method. The main ad-

Following the propagation of the entire wave function vantage of this F"e‘h_"d is th"?‘t it can be used even fo_r rela-
(1)) in the two-center geometry we are interested in pro_t|vely large spacings in coordinate space._When c_hecklng for
jecting out the bound-state contributions so that we can an he accuracy of the ngenvalue pro_blem in coordinate space
lyze the ionized wave packét(ts,)), i.e., the final wave y this method one finds that the biggest errors occur along

packet that represents the ensemble of ionized electrons. VyaeFC;artesil\?nna;es.h ize that i hievable on present-d
need to compute projections onto traveling atomic bound or a given mesh size at IS achievable on present-day

states, and to remove them from the wave packet. First, proc_omputers(such as, €.gN =256 in each dimensigrone has

jections onto target and projectile eigenstates are computet8 determine an ideal coordinate spacikg. This optlmum.
according to value depends on the one hand, on the demand to contain the

ionized wave packedp(r,t) inside a finite volume in coordi-
nate space up to some acceptable final internuclear separa-
T . , 3 tion. On the other hand, there are considerations for the mo-
anm(t)= f Xnim(T = Ry(t))exp( —ivpz/2) (r,t)dr, mentum mesh that follow from the choice &k at finite and
(6)  fixed N that are discussed below. The accuracy of the Fourier
collocation method depends on the following featuf@sthe
step sizeAx in coordinate space, which also controls the
maximum momentum that can be represented pjay
=m/Ax; (ii) the dispersion relation for free nonrelativistic
particles is satisfied well for momenta up pg,.,, but par-
arﬁ’lm(t):J’ Xmm(r = Rp(t))expivpz/2)p(r,)d®, (7)  ticles leaving atpya Wind up at Pmin=—Pmax, and vice
versa;(iii) the step size in momentum space is controlled by
Ax as well as the number of mesh points in a given dimen-
where the integrals are approximated by a simple quadraturgon, i.e.,Ap=27/NAX. As a consequence of these proper-
formula over the mesh. Then, a wave packét,t) is cal- ties one should find for a given mesh sikethe optimum
culated to represent the ionized electrons by subtracting theange of values fodx. We have found that the ionization
bound-state components: probability as a function oAx for a fixed number of mesh

and
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pointsN is relatively flat in the case of small impact param- method one needs to apply a time-averaging process at least
eters, and varies for more distant collisions in such a wayver time scales that correspond to the inverse of the energy
that a minimum can be observed. We have determined fadifference between the=1 andn=2 shells. For the ionized
N=256 that an optimum range of spacings occurs arounelectron momentum distributions these fluctuations do not
Ax~0.25-0.3. This corresponds to a momentum resolutior@ppear to play an important role.
of better than 0.1 a.u. COLTRIMS experiments usually ob- The analysis of the final continuum electron wave packet
serve well-resolved structures on this scale, and, thus, wgb(ts,)) is carried out in momentum space. The momentum-
conclude that the computational resolution is sufficient forspace mesh allows us to measure differential probabilities
the problem at hand. with a finite resolution. While the computation of projections
For problems that involve ionization one has to worry onto Coulomb waves is envisaged eventually in order to take
about the limitations of a finite coordinate-space mesh. Ininto account at least one of the Coulomb centres, we have
deed, for the mesh parameters given above one has a box mfsorted to a histogram technique over the discrete
rather finite size that does not contain any high-lying Ryd-momentum-space mesh. Each point on this mesh corre-
berg levels. When comparing the calculated projections ontsponds to a discrete free-particle momentum vector. The
n=2, 3, 4 principal quantum number shells we find that thesquared modulus of the ionized wave functigml ¢(ts,))
computation ofn=4 occupation probabilities is not reliable provides the probability to occupy this momentum vector.
in the sense that the population nf=4 at projectile and Therefore, histograms with a finite resolution can be calcu-
target exceeds the expectedscaling that is satisfied by lated for differential probabilities in electron emission angle,
then=2, 3 populations. Therefore, we use as a cutoff for theemission energy or both, as long as the bin size is greater
sums in Eq(8) then=23 shell in order to avoid the introduc- than the momentum mesh resolution permits.
tion of artificial continuum structures, which would arise asa We have also attempted a coordinate-space histogram
consequence of the subtraction of the 4 shell with inac-  technique in order to calculate the energy spectra without

curately calculated projectior(c®",|#(t)). Our calculated ~directional information about the emitted electron. These

state-selective capture and excitation cross sections are cof@ke into account the residual interaction of the ionized wave
parable with the published data of a similar calculation,Packet with the two-center Coulomb potential. It turns out,
which is based, however, on numerically accurate eigenstaté¥wever, that the calculation of the kinetic-energy contribu-
[14] (our cross sections are systematically about 1094ion by a Fourier technique in coordinate space leads to a
highes. broadening at low energies when compared to a momentum-

On the edge of the computational mesh in coordinatéPace histogram. This leads us to the conclusion that the
space we introduce an absorber. This is achieved by attenifnized wave packet—at least in the vicinity of the
ating the wave function in each time-propagation step in duclei—is subject to quantum properties, i.e., it is governed
layer extending over six spacings from every edge of the DY the uncertainty principle. Only in the limit of a density
box. The attenuation is chosen to be gentle enough to avoidith very small curvature will quantum mechanics become
reflections and the associated buildup of standing waves. THgimportant for the ionized wave pacKéi5].
absorption is not perfect, which can lead to some reentry of The measurement of the kinetic energy at a given location
electron density at the other side of the mesh when the nuclé space using the dire¢#) and inverse Fourier transforms
approach the mesh edge due to the periodic boundary condiZ) in order to compute the local kinetic-energy density ac-
tions imposed by the FFT-based time propagation. The norriording to
loss due to the arrival of fast ionized electrons can be moni-
tored, and the overall conservation of the ionized electron
charge can be confirmed by adding the losses to the norm of
| (1))

In order to compensate for the use of the exach i) results in histograms with non-negligible negative kinetic-
eigenstates, and the Hg)Linitial state, in particular, we need energy density contributions in regions close to the nuclei.
to apply a correction. Calculations were also carried out for /o what extent these negative contributions are caused by
projectile charge oZ,=0. The impact-parameter-dependentinaccuracies in the construction of the ionized wave packet
differential ionization probabilities were then corrected by[subtraction of states that are not eigenstates of the discrete
subtracting this “background” result. This makes a substanfourier-method eigenvalue problem in E&)], or whether
tial difference at large impact parameters only. The emissioithey represent a general difficulty with expressi@his un-
energy- or angle-dependent probabilities fromZie=0 cal-  clear at present. The definition of the kinetic-energy density
culations are essentially structureless. This correction procds not unique, and one may have more success with the
dure is important in order to obtain a realistic total crossimplementation of the positive definite operator that is ob-
section. Even though the computed corrected ionizatiotained using Green’s theorem, namely,
probability shows an exponential decrease with impact pa-
rameter we find a somewhat large total cross section when 7(r)=3|Ve(r)|2 (10
comparing with other theories and experiments. Also we
should note that our projections onto the exact hydrogenidhis enables at least the calculation of energy-differential
eigenstates are subject to small-amplitude oscillations, i.egross sections for slow electrons while taking into account
when calculating bound-state populations accurately by thighe residual Coulomb interactions. We will report on such

p2
T(r)=¢*(r)7{7f[¢(r)]} (€)
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calculations in a future work, but note that the calculation of j(r)
expressior(10) by FFT methods is problematic on our finite v(r)= o (11)
momentum mesh for large momentum values.

In order to monitor the importance of residual Coulomb\we have calculated such velocity fields for the ionized wave
interactions we have also calculated the time history of thgyackets at internuclear separations of 20—40 a.u. using a
kinetic- and potential-energy expectation values for both thé=ourier method analogous to E®). The results are encour-
complete wave packelts(t)), as well as the continuum aging only in the region of the maximum near the saddle
packet ¢(t)). These quantities can be used in order to monivelocity v p/2. The results for the three Cartesian components
tor the energy loss suffered by the projectile. While we haveof the local velocity field are reasonably independent of each
agreement with the previous findings of Grande and Schiwiother, and do generally represent the expected free-particle
etz [24] for collision energies above 50 keV, we note thatdispersion. For example, for thecomponent the results are
their one-center treatment is inappropriate at lower energie§gonsistent with zero velocity at the impact paramgtetb at
the discretized continuum in this treatment may be appropri@ll times, and for other locationg; one finds the expected
ate to calculate the flux to the capture channels, but it igelationship between a _part|cle created during the closest ap-
unable to account for the correct potential-energy contribuProach aty=>b, and which has propagated freely yo ac-
tions in the captured parts of the wave packet. The detaile§0rding to the local velocity found there at tinog. Never-
analysis of energy loss is, however, beyond the scope of th eless, there are substantial deviations frpm this geqeral
present paper. trend_ at Iocat_lons away from the sad_dle region, and particu-

Obviously, the numerical propagation of the wave func—Iarly in the wider vicinity of the nuclel.

L o . For the saddle region, however, we were able to carry out
tion is limited by the fact that the mesh is finite in Coordmateclassical trajectory calculations in order to study the long-

space. One might argue that a pure momentum-space_reprt(ﬁhe evolution of those electrons. Our finding is that over
sentation would be of a considerable advantage in this "%housands of atomic time units the/2 electrons may not
gard. Normally the momentum-space approach suffers ffofdpange  their longitudinal momentum component signifi-
the fact that the potential energy becomes an integral opergyanily, but their transverse momenta are typically cut in half.
tor and is too cumbersome to deal with efficiently. In this Thjs effect that is connected to the result that the average
regard the two-center method of Sidky and Lirv] offers a  potential energy for the ionized wave packet is still consid-
substantial advantage. Nevertheless, based on our experieng@ple for internuclear separations of the order of 20—40 a.u.
with the Fourier method we remark that any numerical apwill also affect the electron energy distributions for soft elec-
proach carries a heavy computational burden: in momentuntons. For the saddler vp/2) electrons the typical reduction
space the problem of a wave packet spreading in coordinaig from 0.2 to 0.1 a.u. of transverse momentum, i.e., it does
space translates into an increased demand on the momenturat have too much impact on the electron energy that is
resolution. The momentum-space wave function with itsdominated by the longitudinal component.

rather limited range op values where it has significant mag-

nitude carries the information about the propagation into ex- . RESULTS

tended spatial regions by acquiring structure at smaller and . o N .
smallerAp. In Fig. 1 we show the ionization probability as a function

As a consequence, any general-purpose quantum propad?a{-impa‘:t parameter as calculated by the present procedure,
tion scheme will be limited when one desires to compute thé€-+ PY Projecting out the exact traveling irln) eigenstates

expanding wave packet for internuclear separations at Whicnorrmn :o%,t%: rgpn;ﬁ\ri?g iggg e%rc\)/ﬁf/tgep;:l?etcicgﬁtig‘?n;2?1
the system becomes truly asymptotic. Our method, thus, is ith 256 nodal points was used in each direction, and a

not able to compute accurately so-called cusp electrons th‘é\fpacing ofAx=Ay=Az=0.25 a.u. was used. The probabili-

; L Yies were corrected by subtracting an equivalent calculation
sands of a.u(this conclusion is based on CTMC calcula- for zero projectile charge, which resulted in an artificial ion-

tions). Another problem that we cannot settle easily is theized wave-packet norm of 0.002. The main contribution for

reduction in transverse momentum that occursvfa? elec- s correction comes from the ground state that is repre-
trons over the same time scales. This problem should bgented inaccurately on the Cartesian mesh, and that also ac-
amenable to the approximate propagation of the final wavguires the largest error in the calculation of projections due
packet by a Feynman propagator for a time-varying harto the unresolved cusp structure at the nuclear positions. We
monic potential chosen to approximate the Coulomb saddlghclude results for impact velocities of,=1.5 a.u., which
region. correspond to an impact energy Bf=56.25 keV (crosses

One method to tackle the postcollision interaction prob-connected by a solid lingas well as forvp=v2 a.u., i.e.,
lem is given by the semiclassical propagation of the ionized=, =50 keV (diamonds.
wave packet in the full two-center potential. In order to start It can be seen that the probabilities follow an exponential
this propagation one can determine locally on the coordinateébehavior at large impact parameters, and that they are in
space mesh the average velocity for the given densitglose agreement with the results of Toshif@a for several
p(r,tin) = &* (r,t,) &(r,ts,) from the densityp and the cur-  large-scale two-center Gaussian basis-set representations.
rent densityj via The comparison of the results for slightly different energies
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' | ' | ' Fu et al. [9] obtain 1.5& 10 ' cn? at 48 keV from their
Hilbert-space discretization method. When we apply a com-
plete Rydberg-series correction to our data based on our own
n=2,3 cross sections and usingii/kcaling at 50 or 56 keV
we arrive at an estimate for the ionization cross section of
1.68x 10 6 cn? for both energies.
The consistency between the different theoretical ioniza-
tion cross section results at the 10% lefalound the value
of 1.7x 106 cn?] coupled with a similar accuracy level for
the bound-state cross section should serve as a guide for the
accuracy that is achievable by the method. This finding is
confirmed by the fact that the probabilities display a stability
at this level against moderate variations in the mesh spacing.
The latter finding does not preclude, however, that there
could be a systematic error in the results. Our meshes are
larger than the Fourier mesh employed in Ré#] (which
uses a spacing aAx=0.385a.u., and 135 points in each
dimension. However, when comparing our bound-state
cross sections fon=1,2,3 on projectile anth=1,2 on the
target we find that our results are typically 10% above those
b (a.u.) of Kolakowskaet al. [14], particularly for target excitation.
We assume that the overestimation of the target excitation
FIG. 1. Impact-parameter dependence of the ionization probgross sections is a price to be paid in our method for propa-
ability for p-H(1s) collisions. Solid line with crosses, present cal- gating an initial H(5) state that has not been tuned to satisfy
c_ulation for 56 keV impact ene_r@p; diamonds, prese_nt calcu_la- the mesh Hamiltonian eigenvalue problem.
tion for. Epr=50keV, dashed line, two-center Gaussian basis-set It is not straightforward to assess the accuracy of the ion-
expansion results of Toshinid] for E»=50 keV. ization probability itself in our method. The biggest uncer-
tainty arises from the need to choose a border between bound
(56.25 and 50 keV, respectivglghows that we are near the states and continuum, i.e., the decision to draw the line at the
maximum of the cross section. Our total ionization crossn=3 level in the subtraction of bound states in E). Kola-
section at 50 keV impact energy is calculated to be 1.9kowskaet al.[14] have attempted an estimate for 3 con-
% 1016 cn?, which is about 10% larger than the results re-tributions at target and projectile, which is based on CTMC
ported by Toshima, namely, 1.%80 ¢ cn?. As explained  results that scale asri¥. Our own estimate of these contri-
below this discrepancy might be due to the fact that oubutions based on theé=3 probabilities, show that the
ionized wave packet effectively includes Rydberg-state conCTMC-based estimates could be too low by a factor of 2 for
tributions, which, however, cannot be removed by simplethe target. Our differential cross sections have to be consid-
projection. This is in contrast with the experimental data ofered carefully from the point of view that no subtraction has
Kerby et al.[12] at 48 keV (1.44 10 6 cn?) who for this  been made for the=4 shells in| ¢(tg,)). Comparison with
energy are in close agreement with the recommended valu@xperiment has to serve as a guide in order to establish the
of Shah and co-workerf22] (1.4x 10 6 cn?). At higher  validity of this procedure. We use a logarithmic scale for the
energies Kerbyet al. measured higher cross-section valuescross-section plots so that the normalization problem can be
than Shah and co-workef22]. Therefore, they have a rather corrected visually.
different energy dependence suggesting a peaking of the In Fig. 2 the time evolution of the kinetic- and potential-
cross section at 70 keV. The experimental data of Shah anehergy expectation values for the ionized wave packet is
co-workers[22] have been compiled over many yeéesv-  shown for times after the closest approach for the cade of
ering different energy ranges at closely spaced energy inter=1 a.u. andvp=1.5 a.u. The data are taken from a calcula-
vals), and have very good statistics. If indeed they are todion on a mesh of size 256256x 128 and coordinate spac-
low at (50—60-keV impact energy, then a systematic errorings ofAz=Ay=0.35 a.u. in the longitudina direction and
must be present which changes with the collision energythe transverse directioy in the impact-parameter vector
since they connect smoothly to the high-energy Born limit.plane, andAx=0.5a.u. in the plane perpendicular to the
Incidentally the CDW ionization cross section is in agree-scattering plane. The data are shown to illustrate several
ment with the data given by Shah and co-workers for thepoints: (i) the conversion of kinetic into potential energy for
total ionization cross section. the ionized electrons is far from over even at internuclear
Other numerical calculationisl4] also report cross sec- separations beyond 40 a.udii) for the second half of the
tions that are higher than the experiments in (6@—6Q-  graph, i.e., at internuclear separations beyond 25 a.u. the cal-
keV range. After a subtraction of the Rydberg contributionsculated expectation value for the kinetic enefgynd there-
(which may be questionabl¢hey arrive for 60 keV at total fore also for the total energybegins to suffer from the ab-
ionization cross sections of 1.87 and 2B0 16 cn? when  sorption of the fastest electrons at the mesh edgies;the
using the finite-difference and Fourier methods, respectivelypotential-energy expectation value for the ionized wave
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tlau] FIG. 3. Longitudinal momentum distribution fds=1.2 a.u.

FIG. 2. Time evolution of the kinetic<(T)), total- ((E)), and p-H(1s) collisions atvp=1.414 a.u. for two different final internu-

potential-energy (V)) expectation values given in atomic units for Clear separations. Dashed curies 16 a.u.; solid curveR~30 a.u.
the ionized wave packet ib=1 a.u. p-H(1s) collisions atv,  Crosses, TCMSD results; circles, CTMC results both from Fig. 1 in

=15a.u. Ref.[19] for b=1.2 a.u. at 50-keV impact energy and final separa-
tion of R=30 a.u. The differential probabilities are given in atomic
packet is proportional to the inverse time after the closestnits: The target and projectile velocities are marked by short-
approach(or to the inverse internuclear separajijoas the dashed vertical lines.
slow electrons continue to experience primarily the target
potential. At the largest internuclear separation shown théormation can be used to compute the energy loss and strag-
residual average potential energy in the ionized wave packétling due to ionization in ion-atom collisior{24].
is close to 2.5 eV. In Fig. 3 we show the time evolution of the longitudinal
We note that the average total energy would remain conmomentum  distribution in our calculation forvp
stant aftet=22 a.u., if it were not for the absorption of the =1.414 a.u. i.e., at 50 keV for an impact parameterbof
fastest electrons at the mesh edges. This implies that one hasl.2 a.u. This parameter choice allows us to compare di-
to do the analysis of ejected electrons at least at two times: &ctly with other published results. Our data are shown for
aroundt=22 a.u. one should record the probability contentthe internuclear separations &®,~16 and R,~30a.u.,
for fast electrons, while the slow electrons need to be anawhich correspond to the times of 17.5 and 27.5 a.u. respec-
lyzed at a later time when they have propagated away frortively, i.e., to the onset of the plateau in the average energy
the nuclei, and thereby reduced their potential energy. of the ionized wave packétlashed ling and the end of the
Given that we calculate the differential electron emissiongraph shown in Fig. 2, when the average residual binding
information from histograms in momentum space, i.e., usingnergy has fallen below 3 e¥solid line). The momentum
a free-particle basis, we stress the following limitations ofdistribution is shown in the center-of-charge frame in which
our method:(i) we are not able to make accurate predictionsthe calculation is performed, i.eve=vp/2 corresponds to
about very soft electrons, as we cannot go to sufficientlyp,=0 in the graph, the target velocity is given Ipy=
large separationgji) the same statement holds for so-called—0.707 a.u., while the projectile velocity is found p{
cusp electrons, i.e., unbound electrons that follow very=0.707 a.u.
closely the projectile protorijii) to obtain accurate electron We notice the strong presence of/2 electrons at the
energy spectra we need to combine the information abouwarlier time with the tail of the distributions extending be-
fast electrons extracted at shorter final separations with thgond the target and projectile velocities. As the system sepa-
information about slow electrons extracted at larger separaates the longitudinal momentum distribution changes in
tions when the error made by neglecting the residual potersuch a way as to bring the electron momenta closer to the
tial energy is smaller. target proton. It is the result of an asymmetric distribution of
We have also calculated the deviation from the averagéhe ionized electrons in coordinate space after closest ap-
kinetic energy, and have found that for all impact parameterproach. This occurs at the impact velocity wf~1.4 a.u.,
it is of the same order as the average itself. This follows as ahich is above the matching velocity. The ionized electrons
result of distributions with maxima dbr neaj zero energy are physically closer to the target nucleus, and therefore the
and with substantial tails at high electron energies. This ininitially symmetric distribution over longitudinal momenta
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experiences a deformation even late during the collision. L L L L L
This feature makes the analysis of final electron momenturrdp/dp, [
distributions in momentum space somewhat difficult, and
one has to be careful with the assessment that at a separatic
of R=20 a.u. matters are settled pH collisions [10,17).
For lower impact velocitiegsand small to moderate impact
parametersthis effect is less pronounced, as the so-called
saddle electrons are not only produced aroupf2, but are 0.10
geometrically truly in the vicinity of the potential saddle.
Therefore, they suffer much less from postcollision interac-
tion in the longitudinal direction than what is observed in the
present case.
An important observation concerns the immediate ranges
of the target and projectile velocities, i.@,~vt and p,
~vp. The distributions that are summed over both trans-
verse directions, i.e., ovgrandx do not show any particular
structures, i.e., cusps, for matching velocities. One can notice
for the later time a slight drop in the probability for the faster &/
electrons. Assuming the,= +1.25 a.u. electrons were pro- 20!
duced during closest approach at the origin they would have
traveled distances of about= +28 a.u., respectively. Our
mesh absorbs at distances of the ordertdf28—6x0.25, FIG. 4. Transverse momentum distribution in the scattering
i.e., at 30 a.u. for the present calculation. Thus the drop oflane defined by the impact-parameter vector for1.2 a.u.
probability in the solid line as compared to the dashed line ap-H(1s) collisions atvp=1.414 a.u. for two different final internu-
large longitudinal momenta is clearly a consequence of thelear separations. Dashed curv&~16a.u.; solid curve:R
absorbing boundary condition at the mesh edge. ~30a.u. Crosses, two-center momentum-space discretization
When comparing our results to recent work in the so-method results; circle, CTMC results both from Fig. 1 in Ré&8]
called two-center momentum-space discretization metho#Pr b=1.2 a.u. at 50-keV impact energy and final separatioiR of
(TCMSD) of Sidky and Lin[17,19 we find significant dis- =30 a.u. The differential probabilities are given in atomic units.
crepancies both in the saddle region and at electron velocities
faster than the projectile. The TCMSD results predict a rather Figure 4 shows the corresponding two snapshots of the
substantial fraction of electrons faster than the projectile. Théransverse momentum distribution in thez scattering plane
CTMC results from Ref[19], on the other hand, appear to which is defined by the impact-parameter vector. These dis-
be rather close to our result at the shorter internuclear sep&dibutions again agree better with the classical results pre-
ration (even though they were obtained at a separation thatented in Ref[19] than with the quantum TCMSD calcula-
corresponds to ouR~ 30 a.u. resujt tions. At the relatively high impact velocity considered in the
One may wish to speculate about the origin of the differ-present work the time evolution of this distribution is not as
ence in results between the present calculation and the T@ramatic as it may be in the quasimolecular regime where
MSD approximation. There might be problems with breakinginterference between dominant ionization paths may lead to
up the wave function into two contributions centered on eacla beating pattern between electrons emitted in the direction
nucleus. The Gaussian basis calculations of Toslifhéand  of the projectile, and in the opposite directif2b]. We no-
previous two-center atomic-orbital calculations as Wetlve  tice an asymmetry in the distributions: there is a main peak at
demonstrated a nonuniqueness in terms of how much ionizanomenta that correspond to electron motion in the opposite
tion flux is supported by either center as a function of thedirection to the projectile deflection from the nucleus; in ad-
basis size. While this is not necessarily critical when itdition one observes a shoulder that corresponds to electrons
comes to total-cross-section calculations, it is very criticalfollowing the direction of the scattered projectile. Both these
for the calculation of the electron emission characterigiics features are also present in the classical and quantum calcu-
topic discussed in Ref9]). One would have hoped that the lations of Ref.[19]. The TCMSD calculation has a smaller
flexibility of the TCMSD method would allow the calcula- total ionization probability as compared to the CTMC and to
tion to determine the correct amount of ionized electronghe present results.
associated with projectile and target. The comparison with The ionized electron wave packet is produced predomi-
our result(which is not biased in this respgéndicates that nantly in the center-of-charge frame with substantial trans-
this might not be the case. The ultimate test for the methoderse components. As the nuclei separate the distribution of
(and for our calculations as wgllill come from comparison free-particle momenta narrows in the transverse direction.
with experiment in Fig. 3, i.e., when experiments such asThe time evolution of the distributions is controlled by two
reported in Ref[13] are carried out at lower collision ener- effects:(i) the true meaning of the projection meth@ is
gies. It will also be important to compare results from thevalid only for separations when the predominantly occupied
present approach to all the data calculated by Sidky and Liinner orbitals acquire an insignificant overlap with the ion-
in order to arrive at more general conclusions. ized wave packef(ii) the ionized electrons with definite en-
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FIG. 5. Impact-parameter-dependent differential electron emis- g1 g, |mpact-parameter-dependent differential electron emis-

sion probabilities(in atomic unit3 as a function of electron energy  gj,n probabilitiesin atomic units as a function of electron energy
in eV for 56-keV p-H collisions and two impact parameters; top i, ey for 56-keVp-H collisions. From top to bottom results for

pair of curvesp=1 a.u.; bottom paih=3 a.u.. The dashed curves _; 5 3 4 5 6 4.u. The probabilities are given in a.u., and are calcu-
are for an internuclear separation of 16 a.u., while the solid CUI'VeRytad at an internuclear separation of 16 a.u.

are for 31 a.u.

distributions should be corrected by splicing together the

ergy must have higher kinetic energies during the collisiomprobabilities for fast electron®.g., for energies above 30 eV
than asymptotically, since they give up some kinetic energyn the target reference framéor an internuclear separation
while they leave the two-center Coulomb potentiai) post-  of the order of 16 a.u., while the low-energy electron con-
collision interaction effects can be responsible for a shift intinuum is to be calculated at larger internuclear separations,
the longitudinal peak position. These effects are not easilguch as 31 a.u.
untangled. In fact, we find that the more distant collisions In Fig. 6 we show a selection of impact-parameter-
lead to longitudinal distributions which shift closer to the dependent ionization probabilities as a function of electron
target position as the projectile proton moves away. The usenergy after the subtraction of the background calculated
of the center-of-charge frame in the longitudinal directionfrom an equivalent time propagation without projectile po-
may actually be a slight disadvantage in this case as comential. We note that smaller values lof 1, 2 which are the
pared to the target frame. At large momefg) >1.25a.u.  dominant impact parameters for the ionization cross section
we notice again the drop in probability at the later time dueare characterized by a maximum associated with the saddle
to the absorbing mesh boundary. mechanismvp/2 electrons have on average 7.7-eV kinetic

In order to illustrate the effect of the final internuclear energy in the target reference frame assuming a small
separation on the analysis problem we show in Fig. 5 ouamount of transverse momentunfor larger impact param-
results for the singly differential energy-dependent probabileters the peak moves towards lower energies. Note that these
ity for two impact parameters, namely=1 andb=3 a.u. at peaks move to lower energies when the system is propagated
two times(or nuclear separationshat correspond approxi- to larger distanceécf. Fig. 5. The graph also demonstrates
mately to those used in Figs. 3 andfdr 50 keV). It can be  clearly how the smaller impact parameters are responsible
seen that the shift in the peak location in the longitudinalfor all fast electrons. Once one moves to an impact parameter
momentum distribution from thep/2 position towards the of b=6 a.u., it becomes very unlikely to produce electrons
target proton momentum results in a shift of the maximum inwith energies larger than 30 eV.
the differential probability towards lower electron energies. In Fig. 7 we present results from an integration over im-
Thus, the low-energy electron energy distribution cannot bgact parameter using
calculated reliably at small final separations without taking
the Coulomb interaction into account. On the other hand, one
can notice a deterioration of the distribution for larger elec-
tron energies with increasing internuclear separation: the ab-
sorption of electron density at the boundariparticularly in ~ Atotal of 10b values was used to approximate the integral in
the direction perpendicular to the scattering plane due to th&q. (8) by a finite sum with an interval afb=0.5 a.u. in the
reduced mesh size in this dimensjgasults in a removal of range where the weighted probability has large contributions.
fast electrons from the analyzed ensemble. Therefore, th€his b mesh was found to provide sufficiently accurate re-

U(E)=27TJ'oobdbPE(b). (12)
0
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FIG. 8. Impact-parameter-dependent differential electron emis-
FIG. 7. Singly differential cross section for electron emission asSion probabilities as a function of polar emission angle in degrees
a function of electron energy. Solid triangles and inverted trianglesfor 56 keVp-H collisions. Solid lines from top to bottom results for
experimental results of Reff12] for 48- and 67-keV impact energy, b=1,2,3,4,5,6 a.u. Dashed line: reference calculation Zpe0,
respectively. Crosses: present results for 56 keV. The cross sectioMdlich is used to subtract the background.
are given in 107 cm?/eV. Solid line and dashed line: Discretized
finite Hilbert-space basis calculation and Born approximation, recome from impact parameters beldw=2 a.u. The results
spectively, taken from Ref9]. for larger impact parameters are not as dramatically different
as one might have expectétthe sideways tug that the elec-
sults given that the differential probabilities shown in Fig. 6tron density experiences might have led one to believe that
are relatively smooth. We do not include results below 8 eVlarger emission angles would be strongly preferred in distant
as the structures at lower energies are considered an artifa@llisions. Actually, when one calculates the electron emis-
of the present method, which extracts information from thesion probabilities in the center-of-charge frame, they turn out
propagated wave function using a free-particle basis at finitéo be rather flat, i.e., independent of the polar emission angle
internuclear separation. in this frame. The forward-backward asymmetry is mostly an
The comparison with the experimental data for 48- ancdeffect of transforming the results to the target frame. This
67-keV impact energy shows that our calculated results arebservation supports the notion that the ionized momentum
very consistent with them in shape at least for electron enedistribution is generated first in this franfas it is easiest to
gies above 8 eV. Good agreement was found by CDW calhave an unbound particle in this frame while the nuclei are
culations [26], and with CTMC calculations that were still close by, an idea explored in RdfL9]). As the nuclei
patched with first-order Born approximation res(iltg]. The  separate the ionized electrons in the more distant collisions
present data overestimate the experimental data by aboirteract predominantly with the target nucleus and are pulled
40%, which is consistent with the total-cross-section ratioback to yield what looks like target ionization by a perturba-
The shape of the cross section fits nicely in between the 48on.
and 67-keV data, and in this sense agrees slightly better with In Fig. 9 we display the singly differential cross section as
them than the calculation of RdB] in which the continuum computed from the probabilities shown in Fig. 8, and com-
parts of Hilbert space are discretized in a target-centeregare them with the experimental results t©5=48 and 67
complex exponential basis. One can argue that an averadeV. One can notice the overall good agreement: electrons
energy of about 2.5 eV is folded into our calculation due toare ejected predominantly in the forward direction, and a
the residual potential energy as indicated for one impact paplateau can be observed for backward scattering. For scatter-
rameter in Fig. 2. A naive correction of our calculated resultsng in a small window at 180° our calculations predict a drop
at low energies would involve a shift of the theoretical curvein the cross section, which is not observed in the perturbative
to the left by 2.5 eV. Born or CDW theories. We have found this behavior to be
In Fig. 8 we present our impact-parameter-dependentonsistent as the initial and final internuclear separations
probabilities that are differential in the polar emission anglewere increased. This behavior needs to be explored further
One can notice from the histogram that the Cartesian uniby calculations with a better resolution in momentum space.
form mesh is not ideal for this type of measurement, and that In Fig. 10@) we present the most sensitive quantity avail-
one has to be careful in not overinterpreting apparent strucable inp-H(1s) ionization experiments so fai2], namely,
tures at 90° or 180°. Substantial backscattering contributionthe doubly differential electron emission cross section as a
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FIG. 9. Singly differential cross section for electron emission as $2GlQE,
a function of polar emission angle. Crosses: experimental results o
Ref. [12] for 48 keV (bottom) and 67 keV(top) impact energy, 100
respectively. Diamonds: present results for 56 keV. The cross sec
tions are given in cfifsr and were calculated at a final separation of
16 a.u. 10

1 IIIIIL|_|

function of electron energy for five different emission direc-

tions. The theoretical results are for a slightly higher energy, !
and thus they have somewhat stronger high-energy electro
contributions, most notably at forward angles. Theory and
experiment coincide in the most important trends: a nearly 01
exponential falloff of the cross sections with electron energy

can be observed with larger decay constants as one goe

from forward to sideways emission. At medium to high elec- 0.01
tron energies we observe a good consistency in the spacing
between the respective results. However, some systemati |
deviations can be observed at low energies: for forward (® ° 20 YR V) % 100
emission the theoretical results for 10° and 30° predict a )

merging of the cross sections below 40 eV, the experimental FIG. 10. (a) Doubly differential cross section for electron emis-
results for 15° and 30° are very close between 30 and 40 e¥ion in 56-keVp-H collisions (theory as compared to the experi-
but deviate by a factor of 2 between 10 and 20-eV electrormental 48-keV resultgin units of 10 2° cn?/sr/eV). Solid lines
energy. For emission perpendicular to the beam axis we alsitom top to bottom: present calculation for the polar emission
find some discrepancy at energies below 20 eV. At highefngles off.=10°,50°,90°; dashed lines: corresponding results for
energies our curve agrees well with experiment apart fron$0° and 50°. Experimental data from REE2]: circles, 15°; crosses,
fluctuations that are deemed to be insignificant, and whict$0°; diamonds, 50° squares, 70°; triangles, 9bf.Doubly differ-
show limitations of the histogram approach. Between 10 an§ntial cross section for electron emission in 56-kg¥ collisions

20 eV our results are a factor of 2 higher than experiment, (theory solid ling at two emission angleS0° and 907 in compari-

The present comparison of theoretical data with experiS°n With experiment at 48 and 67 ke¥2] and with the CDW

. . s approximation from Ref{12] (dashed lingat 48 keV(in units of

ment on the doubly differential cross section is S|m|Iar_ to th_elo,20 cn/st/eV). Inverted open triangles, experiment at 48 keV.

comparison between CDW and CTMC/Born results given in " o lid trianal ; K

Fig. 4 of Ref.[12]. The CDW results given in Ref12] for and 6,=30°; mv_erted solid trlgng es, experiment at 67 e\( and

48 k Vi ’ " ) foll the trend of th . t I06=30°; open triangles, experiment at 48 keV afyg=90°; solid
ke 'meac energy follow the trend of (n€ experimen atriangles, experiment at 67 keV amd=90°.

data for 50° at all energies, but underestimate the cross sec-

tion in the forward direction for energies below 20 eV. In examination of the doubly differential cross secti@vhich

fact, it appears as if the failure of the CDW cross section tovould require additional experimental investigations at emis-

rise at low energies in the forward direction is the consesion angles of 10° and lessvill therefore provide strong

quence of strong projectile electron contributions. A carefulclues about systematic difficulties of the CDW method in
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this energy range. ' | ' | ' I '
In Fig. 10b) we illustrate the comparison by showing do/dE,
results two angles at both 48 keV and 67 keV. The CDW 10"
results from[12] are shown for 48 keV and illustrate the
points made above: for sideways emissi®d°) both the
CDW and the present cross sections have a shape that
comparable to the experimental one for electron energies uj
to about 60 eV from where on the experimental cross sec-
tions are higher irrespective of the impact energy. At
=30° we notice several points: the experimental data display
a reversal: at electron energies above 60 eV the 67 keV im:
pact data have a higher cross section, while at electron enel
gies below 20 eV the 48 keV data are higher by a factor of 2.
We notice how the CDW calculation for 48 keV falls short at
low energies, while being very close at medium electron en-
ergies. The present theoretical calculation is quite close tc
the experimental 48-keV data over a substantial range ol
energies. As remarked earlier, one could argue that the cal
culation should be unfolded in energy by 2.5 eV, i.e., the 0 20 40 60 8
appearance of maxima in these cross sections at electron el. E,leV]
ergies around 5 evis an artlfact_of the calculation, which FIG. 11. Singly differential cross section in &V for electron
was discussed in the context of Fig. 7. o ! ) o
. emission as a function of energy in the projectile rest frame.
To test the present t_heory for th? smaller electron ENErYI€E osses: calculation at final internuclear separatioRsf16 a.u.,
that are resolved well in the experiment one has to push thﬁiamonds foR~31 a.u.
calculation to larger internuclear separations. For the side-
ways emission we found that going from a final separation of
16-31 a.u., reduced a factor-of-four discrepancy at 10 eV tfote that these cusps are formed out of electrons that are
about a factor of 2. A further semiclassical propagation ofinitially weakly bound by the projectilgotherwise they
saddle-point electrons to very large distances has shown thgeuld not trail the projectile, i.e., be in its vicinityand
transverse momenta are reduced substantially, and thus omdnich are then field ionized by the target proton. It is not
can argue that the extrapolation of the theoretical data to verglear at all whether thef(=0) semiclassical approach, i.e.,
large distances has the potential to be in accord experimenthe CTMC method is justified for these electrons. It is pos-
It is possible in the impact-parameter approximation tosible that substantial differences between quantum and clas-
correlate to some extent the differential electron emissiorsical calculations will persist in this regime.
with the closeness of the collision. In Fig. 8 we have shown An interesting conclusion has been made recently in the
that forward emission is predominantly produced n CDW approach27]. A direct relationship was established
=0-2 a.u. collisions, while intermediate impact parameterbetween the longitudinal recoil momentum distribution and
play a more substantial role in the sideways emis$iwte the ionized electron energy spectrum as viewed from the
that the curves shown in Fig. 8 are weighted wittwvhen the  projectile frame. It was argued that the thresholdlike behav-
differential cross section is calculated according to . ior at zero electron energy in this reference frame provided
The correlation between impact paramdieand electron  evidence for a cusplike electron energy distribution at the
energy is provided by Fig. 6. From this graph we concludedorojectile. Given that the prediction of projectile and target
that closer collisions produce a significant amount of softcusp electrons is a feature of the CDW approach, and that the
electrons, but at the same time the near-exponential decay afimerical solutions of the TDSE show virtually no cusp
the ionization probability with electron energy is much electrons at the internuclear separations of the order of tens
slower than in distant collisions. The general trend in theof atomic units, it is of interest to calculate the energy-
doubly differential cross section shown in Fig. 10 is thereforedependent differential cross section in the projectile frame.
consistent with the somewhat simplistic picture that closeOur results given in Fig. 11 for both final internuclear sepa-
collisions are predominantly responsible for the emissiorrations indicate that a finite value of the differential cross
into 0°-50°, while the sideways emission is produced by thesection at zero energy in the projectile frame is not necessar-
intermediate to large impact parameters, and therefore thiyy associated with cusp electrons. Interestingly the differen-
emission is dominated by soft electrons. tial cross section rises somewhat in this regime with internu-
The biggest interest in the present approach is to push it tolear separation indicating that the further propagation of the
low ion impact energies where the CDW and CTMC/Bornwave packet leads to more ionized electrons at near-zero
approaches are clearly outside their validity regimes. Bottenergy with respect to the projectile. The high-energy tail of
approaches make strong predictions for electron emission time differential cross section is more trustworthy for the cal-
forward angleqg12]. It will be important to investigate for- culation at the shorter final separation, as we can see the
ward emission experimentally in order to substantiate thesffect of absorption of fast electrons at the grid boundary in
claim of cusp formation at large internuclear separations. Wanalogy to the discussion given for the target frame in Fig. 5.
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IV. CONCLUSIONS in the ionization cross section. A possible explanation for the
. . . . discrepancy between explicit solutions of the TDSE and the
We have carried out three-dimensional solutions to th DW method lies in the time histories demonstrated in the

;?)ﬁwEenISrrnggs:leS)a Corl(lj'zg?s D'ir;fef‘en?gl(e%mczc;%rgr']nat%b_present calculations: the CDW method describes the colli-
P PP : P ion as a direct transition from initial to final electron wave

abilities as a function of impact parameter were exiracte unctions with some Coulomb correlations between the col-

using a histogram approach based on the momentum me %ion partners. The solutions to the TDSE for impact veloci-

l.e., using a freejparticle basis. Aftef integrgtion over impac ies well above matching suggest that most of the ionized
parameter the singly and doubly differential cross Secnon%lectrons originate at momenta neag/2, and are then

were compared with experiment. At electron energies abov@rought closer to the target velocity as a result of the closer

Izo?/vi\r/ éﬁg?oigzbéi?g;ea?rgfsmtg?;ifouug(it\j’}/f'g;se;(r%i:'Thiniéﬁgeometric proximity of the ionized wave packet to the target
9 y d ucleus. It is possible that the current CDW method is not

that thg pr(?babllltles were extracted at finite mternuclearable to incorporate this postcollision interaction effect. Given
separations; at a separation of 31 a.u. up to 3 eV averag

residual binding energy was found for the ionized wave fat the proton/antiproton on H§) configurations represent

i such basic ion-atom collision systems we hope that definitive
packet. Thus, one has to be careful when analyzing wave , . . .

; o ; answers to these questions be found in the immediate future.
packets without an explicit Coulomb wave analysis. Never-

theless, we conclude that our calculated doubly differentialvIore detailed comparisons of the_ present quk Wr.[h experi-
) N ; ment and theory at different collision energies will be re-

cross sectiongat Ep=56 keV) generally agree with the ex- orted soon

perimental data at 48 and 67 keV. P '
There is a strong need for a reevaluation of the precision

of the recommended experimental total ionization cross sec-

tion in the neighborhood of its maximum. It is remarkable

that the CDW calculations agree with the measurements of The financial support by the Natural Sciences and Engi-

Shah and Gilbody{22], while theories that incorporate a neering Council of Canada is gratefully acknowledged. M.H.

strongv p/2 mechanism have systematically higher ionizationalso thanks Tom Kirchner and Hansrden Lidde for many

yields, and a somewhat different location for the maximumdiscussions.
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