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Electron emission characteristics inp-H„1s… collisions from numerical solutions
of the time-dependent Schro¨dinger equation

Michal Chassid and Marko Horbatsch
Department of Physics and Astronomy, York University, 4700 Keele Street, Toronto, Ontario, Canada M3J 1P3

~Received 10 January 2002; published 25 July 2002!

The numerical integration of the three-dimensional time-dependent Schro¨dinger equation that appears in the
impact-parameter approximation is carried out using a Fourier collocation method that is based on a splitting
technique for the time evolution operator. The final wave function is analyzed in momentum space using a
histogram approach. Singly and doubly differential cross sections for ionization as a function of polar emission
angle and energy are calculated near the maximum in the total cross section, i.e., at 50–60-keV impact energy.
They compare well with recent experimental results for intermediate and high electron emission energies,
while some discrepancies remain at low energies due to the neglect of residual Coulomb interactions in the
ionized wave packet. In order to achieve convergence and to reproduce experimental results at electron
energies below 20 eV one needs to extend the calculations to final internuclear separations beyond 30 a.u.
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I. INTRODUCTION

The numerical solution of the time-dependent Sch¨-
dinger equation~TDSE! for ion-atom collisions has becom
an area of intense investigation in recent years. Various te
niques have been applied and usually tested on the cas
proton-hydrogen collisions. Traditional techniques inclu
large-scale basis-set expansions, e.g., in the Sturmian
@1#, Gaussian basis@2#, and multicentre atomic-orbital ex
pansions@3,4#. A recently developed technique employs t
automatic generation of optimized basis sets~basis generato
method! @5#, and has been used very successfully in syste
that involve one electron, as well as many-electron proble
within the independent-particle model at the level of tim
dependent density-functional theory@6,7#. So far these tech
niques have been used almost exclusively to calculate
cross sections for excitation, charge transfer, and ionizat
The situation is slightly different for antiproton-hydroge
collisions, where the problem can be analyzed using a sin
center basis, and differential ionization cross sections w
e.g., calculated in a Sturmian basis approach@8#. A recent
calculation forp-H(1s) collisions makes use of a finite dis
cretized Hilbert-space basis of target-centered continu
states in conjunction with target and projectile bound sta
@9#. This careful work allows one to appreciate the difficu
ties of extracting continuum information from two-cent
basis-set expansions.

In order to study differential ionization probabilities an
cross sections for a two-center geometry it is advantage
to resort to a direct numerical integration technique. Ear
fully three-dimensional results were obtained using
coordinate-space finite-difference approach@10#. These cal-
culations were motivated by interesting structures obser
in measurements involving helium targets using the so-ca
cold target recoil ion momentum spectroscopy~COLTRIMS!
technique@11#. The measurements of completely resolv
longitudinal and transverse electron momenta for kno
heavy-particle kinematics put in question the validity of t
traditionally employed classical trajectory Monte Car
1050-2947/2002/66~1!/012714~13!/$20.00 66 0127
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~CTMC! technique, certainly in the range of low energi
where quasimolecular dynamics, charge transfer via tun
ing, and ionization via orbital promotion become importa
In fact, a comparison of CTMC calculations, as well as
perturbative quantum theory, namely, the continuu
distorted-wave method~CDW! with experimental doubly
differential cross sections for thep-H(1s) collisions system
shows that noab initio theory has explained so far the deta
of electron emission below the matching velocity, i.e., f
impact velocities of the order of classical electron orbit v
locities or below @12#. Experimental data for longitudina
momentum distributions in 114-keVp-H collisions suggest
that even at high impact velocities both models prov
qualitative explanations, but that some discrepancies pe
in highly differential ionization data@13#.

Several groups are working at present on the numer
solution of the TDSE in a complete two-center geometry.
the work of Kolakowska and co-workers@14# total cross sec-
tions have been obtained both from a finite difference,
well as a Fourier collocation technique. Many excitation a
state-selective charge-transfer cross sections have been
culated forp-H(1s) scattering, and they compare reasona
well with basis-set calculations~which usually have some
advantage when it comes to bound-state populations du
the exact incorporation of the bound states!. These calcula-
tions obtain agreement forn51, 2, 3 bound-state population
on projectile and target with other theories and with expe
ment at the 10% level. Significant differences exist for su
shell populations, which indicates that these may be affec
by the way the two-center continuum is treated. A substan
factor-of-two discrepancy between practically all theor
and experiment remains unresolved for the production
Balmer-a radiation @15#. For the total ionization cross sec
tion there are discrepancies between the numerical calc
tions and other large-scale theories at the 10% level,
with experiment at the 25% level~a significant discrepancy
which indicates that either experiment underestimates
true ionization cross section or that a number of differe
solution techniques for the TDSE fail for various reasons a
overestimate ionization!. Thus, an important aim for thes
©2002 The American Physical Society14-1
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calculations is to reach the 5–10 % accuracy level for to
ionization, and to be completely flexible as far as ionizat
mechanisms are concerned. These calculations suppor
idea that the dominant contribution to ionization at small
intermediate impact parameters comes from the so-called
tential saddle region@10,16#, a finding that has considerab
support from COLTRIMS experiments for singly charg
ionic projectiles.

Important computational efforts in this respect have be
made within partial-wave expanded two-center@17#, and
one-center methods@18#. The detailed comparison with
CTMC calculations shows that if one goes beyond the
crocanonical initial distributions in the (\50) semiclassical
approximation, one can actually describe the ionization
namics rather well at impact velocities above the match
condition @18,19#. Nevertheless, some limitations persi
such as the underestimation of backward scattering, as
as the fact that classical small-impact-parameter result
higher energies appear to involve more violent ion-elect
interactions than what is observed in quantum calculatio

We mention in passing that there are other recent attem
to tackle the present problem without solving the TDSE
plicitly. Apart from the mentioned CDW approximation~of
which there are more versions than referred to in referen
@12,13#!, there are attempts to tackle the problem in a Bo
approximation with improved final-state wave function@20#,
and a variational calculation in which a simple time-evolv
wave function is projected onto a correlated final continu
state@21#.

Our interest in the present work is to provide a detai
comparison with experiment at an impact velocity abo
matching where the total ionization cross section reache
maximum. The emphasis is on differential electron emiss
cross sections, which will serve as a benchmark for the
tempt to solve the TDSE numerically for the ionized electr
wave packet. At the same time we wish to address the q
tion of the discrepancy of elaborate theoretical total ioni
tion cross sections with the most accurate measurements@22#
at the 25% level that is significant, since all these theoret
data lie systematically above the experimental results~the
CDW approximation represents a notable exception!.

II. THEORY

The impact-parameter approximation allows one to
duce the three-body quantum collision problem to an exp
itly time-dependent single-particle problem for the electr
moving in the field of the nuclei following classical straigh
line motion. The concern of this work is to propagate t
solution of

i\
]

]t
c~r ,t !52

\2

2m
¹2c~r ,t !1V~r ,t !c~r ,t !, ~1!

and to analyze the wave function at a sufficiently large int
nuclear separation after the collision. We employ atom
units in which\5e5me51. The electronic potential is de
fined using the straight-line trajectoryR(t)5(0,b,z02vPt),
whereb denotes the impact parameter,vP is the projectile
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velocity,z0 is an initial separation chosen large enough to
affect the final results significantly, and

V~r ,t !52
ZT

ur u
2

ZP

ur2R~ t !u
. ~2!

In the actual calculations we work in a center-of-char
frame as far as the longitudinal motion is concerned; i
both nuclei move with one half of the projectile velocity. Th
transformation from the target frame@in which ~1,2! are writ-
ten# to this frame is obtained by a boost of the wave functi
according to

c~r ,t !→exp~ ivPz/2!c~r ,t !, ~3!

where we have ignored a position-independent energy ph
The potential energy becomes

V~r ,t !52
ZT

ur2RT~ t !u
2

ZP

ur2RP~ t !u
, ~4!

where RT(t)5(0,0,2z0/21vPt/2) and RP(t)5(0,b,z0/2
2vPt/2).

The center of charge corresponds to the equiforce poin
the symmetric collision system; for asymmetric systems o
may wish to investigate which of the two reference frames
more convenient. The reference frame used presently is
vantageous for small to intermediate impact parameters
which the majority of electrons winds up in the vicinity o
the potential saddle region, unless the impact energy is
creased beyond 100 keV. In this inertial frame t
coordinate-space mesh is used optimally, and the propaga
errors for the ionized electron distribution are reduced due
the appearance of smaller electron momenta.

One might think the method of solution should be G
ilean invariant, in principle, in order to reflect a symmetry
the TDSE. Therefore, the question arises whether the
merical solutions carried out in different boosted frames
completely equivalent. Due to the limitations imposed in m
mentum space by the discrete Fourier-transform method G
ilean invariance can be satisfied only for momenta includ
in the finite momentum mesh. The time propagation sche
described below is periodic both in coordinate and in m
mentum space. Periodicity in momentum space implies
components of the wave function accelerated beyond
available maximum momentum value will move rapidly
the opposite direction. This will lead to distortions of th
wave packet. Therefore, the center-of-charge frame
deemed to be advantageous not only from the coordin
space economy point of view, but also in order to redu
errors in momentum space. The price to pay for this re
ence frame is that the initial state, namely, a tar
H(1s)-orbital has to be transported into the collision regio
which can introduce errors of its own.

The Fourier collocation method@14,16,23# makes use of
the fact that the time evolution operator can be approxima
to second order in the time stepDt by a splitting according to
4-2
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u~ t1Dt,t !5exp@2 iH ~ t !Dt#'exp~2 iTDt/2!

3exp@2 iV~ t !Dt#exp~2 iTDt/2!, ~5!

where the Hamiltonian operator in Eq.~1! is expressed as
H5T1V with the momentum representation used for t
kinetic energyT5p2/2. An explicit time propagation can b
achieved by switching back and forth between the coordin
and momentum representation: beginning a time step w
the wave functionc given in coordinate space one carri
out a propagation with the free-particle kinetic energy o
Dt/2 by going intop space where the kinetic energy becom
a multiplicative operator. Then one switches back to coo
nate space for the propagation overDt with the potential-
energy part which is followed by another half-step with t
kinetic energy in momentum space. This symmetrized fo
of the time evolution operator takes into account the n
commutativity ofT andV up to orderO(Dt2), and therefore
permits norm conservation during the time propagation at
percent level when using time steps of the order ofDt
50.05 a.u. for the problem at hand.

To carry out this scheme one uses a Cartesian mes
coordinate space combined with a conjugate mesh in
mentum space, and the Fourier transforms can be achi
efficiently using so-called fast Fourier transform~FFT! algo-
rithms. The Cartesian mesh forces one to deal with the C
lomb singularity in some way. In our implementation th
Coulomb potential is not regulated explicitly, but a mesh
chosen in which the origin is avoided~in fact thex50, y
50, andz50 planes are excluded!. Therefore, the Cartesia
mesh is used as a regulator. A price to be paid for the c
putational efficiency is the loss of rotational symmetry in t
target and projectile eigenstates.

Following the propagation of the entire wave functio
uc(t)& in the two-center geometry we are interested in p
jecting out the bound-state contributions so that we can a
lyze the ionized wave packetuf(tfin)&, i.e., the final wave
packet that represents the ensemble of ionized electrons
need to compute projections onto traveling atomic bou
states, and to remove them from the wave packet. First,
jections onto target and projectile eigenstates are comp
according to

anlm
T ~ t !5E xnlm* „r2RT~ t !…exp~2 ivPz/2!c~r ,t !d3r ,

~6!

and

anlm
P ~ t !5E xnlm* „r2RP~ t !…exp~ ivPz/2!c~r ,t !d3r , ~7!

where the integrals are approximated by a simple quadra
formula over the mesh. Then, a wave packetf(r ,t) is cal-
culated to represent the ionized electrons by subtracting
bound-state components:
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n,l ,m

anlm
T xnlm„r2RT~ t !…exp~ ivPz/2!

2 (
n,l ,m

anlm
P xnlm„r2RP~ t !…exp~2 ivPz/2!. ~8!

For large times the wave packetf(r ,t) represents the ion
ized electrons in the center-of-charge frame and needs t
analyzed for its momentum and energy content.

An important issue concerns the eigenstates of the
one-center Hamiltonians that are used to extract and rem
the bound projectile and target populations. Two options
available in this respect:~i! one can use the discretization o
the exact atomic hydrogen H(nlm) eigenstates that are no
eigenstates of the numerical Hamiltonian, or~ii ! one can
compute numerical eigenvectors of the discretized eig
value problem. The latter method is simple to implement
the H(1s) ground state by an iterative procedure~propaga-
tion in negative imaginary time!, but it is more involved for
the excited states~one has to ensure orthogonality to th
lower-lying numerical eigenvectors!. We are less intereste
in the precise computation of bound-state probabilities a
cross sections, and therefore use method~i!. It should be
noted that the computation of derivatives by the discr
Fourier method is nonlocal in coordinate space, and is v
accurate in regions where the wave packet has a large m
nitude, while in the tail regions it is less accurate than
traditional finite-difference method, as can be shown by o
dimensional examples~e.g., Gaussian wave packets!. The
lack of accuracy in the regions away from the center of
box is most likely caused by the periodic boundary con
tions implied in the discrete Fourier method. The main a
vantage of this method is that it can be used even for r
tively large spacings in coordinate space. When checking
the accuracy of the eigenvalue problem in coordinate sp
by this method one finds that the biggest errors occur al
the Cartesian axes.

For a given mesh size that is achievable on present-
computers~such as, e.g.,N5256 in each dimension! one has
to determine an ideal coordinate spacingDx. This optimum
value depends on the one hand, on the demand to contai
ionized wave packetf(r ,t) inside a finite volume in coordi-
nate space up to some acceptable final internuclear sep
tion. On the other hand, there are considerations for the
mentum mesh that follow from the choice ofDx at finite and
fixed N that are discussed below. The accuracy of the Fou
collocation method depends on the following features:~i! the
step sizeDx in coordinate space, which also controls t
maximum momentum that can be represented viapmax
5p/Dx; ~ii ! the dispersion relation for free nonrelativist
particles is satisfied well for momenta up topmax, but par-
ticles leaving atpmax wind up at pmin52pmax, and vice
versa;~iii ! the step size in momentum space is controlled
Dx as well as the number of mesh points in a given dim
sion, i.e.,Dp52p/NDx. As a consequence of these prope
ties one should find for a given mesh sizeN the optimum
range of values forDx. We have found that the ionizatio
probability as a function ofDx for a fixed number of mesh
4-3
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pointsN is relatively flat in the case of small impact param
eters, and varies for more distant collisions in such a w
that a minimum can be observed. We have determined
N5256 that an optimum range of spacings occurs aro
Dx'0.25– 0.3. This corresponds to a momentum resolu
of better than 0.1 a.u. COLTRIMS experiments usually o
serve well-resolved structures on this scale, and, thus,
conclude that the computational resolution is sufficient
the problem at hand.

For problems that involve ionization one has to wor
about the limitations of a finite coordinate-space mesh.
deed, for the mesh parameters given above one has a b
rather finite size that does not contain any high-lying Ry
berg levels. When comparing the calculated projections o
n52, 3, 4 principal quantum number shells we find that
computation ofn54 occupation probabilities is not reliabl
in the sense that the population ofn54 at projectile and
target exceeds the expected 1/n3 scaling that is satisfied by
then52, 3 populations. Therefore, we use as a cutoff for
sums in Eq.~8! then53 shell in order to avoid the introduc
tion of artificial continuum structures, which would arise a
consequence of the subtraction of then54 shell with inac-
curately calculated projectionŝxn54

P,T uc(t)&. Our calculated
state-selective capture and excitation cross sections are
parable with the published data of a similar calculatio
which is based, however, on numerically accurate eigenst
@14# ~our cross sections are systematically about 1
higher!.

On the edge of the computational mesh in coordin
space we introduce an absorber. This is achieved by att
ating the wave function in each time-propagation step i
layer extending over six spacingsDx from every edge of the
box. The attenuation is chosen to be gentle enough to a
reflections and the associated buildup of standing waves.
absorption is not perfect, which can lead to some reentry
electron density at the other side of the mesh when the nu
approach the mesh edge due to the periodic boundary co
tions imposed by the FFT-based time propagation. The n
loss due to the arrival of fast ionized electrons can be mo
tored, and the overall conservation of the ionized elect
charge can be confirmed by adding the losses to the nor
uf(t)&.

In order to compensate for the use of the exact H(nlm)
eigenstates, and the H(1s) initial state, in particular, we nee
to apply a correction. Calculations were also carried out fo
projectile charge ofZP50. The impact-parameter-depende
differential ionization probabilities were then corrected
subtracting this ‘‘background’’ result. This makes a subst
tial difference at large impact parameters only. The emiss
energy- or angle-dependent probabilities from theZP50 cal-
culations are essentially structureless. This correction pro
dure is important in order to obtain a realistic total cro
section. Even though the computed corrected ioniza
probability shows an exponential decrease with impact
rameter we find a somewhat large total cross section w
comparing with other theories and experiments. Also
should note that our projections onto the exact hydroge
eigenstates are subject to small-amplitude oscillations,
when calculating bound-state populations accurately by
01271
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method one needs to apply a time-averaging process at
over time scales that correspond to the inverse of the en
difference between then51 andn52 shells. For the ionized
electron momentum distributions these fluctuations do
appear to play an important role.

The analysis of the final continuum electron wave pac
uf(tfin)& is carried out in momentum space. The momentu
space mesh allows us to measure differential probabili
with a finite resolution. While the computation of projection
onto Coulomb waves is envisaged eventually in order to t
into account at least one of the Coulomb centres, we h
resorted to a histogram technique over the discr
momentum-space mesh. Each point on this mesh co
sponds to a discrete free-particle momentum vector. T
squared modulus of the ionized wave function^puf(tfin)&
provides the probability to occupy this momentum vect
Therefore, histograms with a finite resolution can be cal
lated for differential probabilities in electron emission ang
emission energy or both, as long as the bin size is gre
than the momentum mesh resolution permits.

We have also attempted a coordinate-space histog
technique in order to calculate the energy spectra with
directional information about the emitted electron. The
take into account the residual interaction of the ionized wa
packet with the two-center Coulomb potential. It turns o
however, that the calculation of the kinetic-energy contrib
tion by a Fourier technique in coordinate space leads t
broadening at low energies when compared to a moment
space histogram. This leads us to the conclusion that
ionized wave packet—at least in the vicinity of th
nuclei—is subject to quantum properties, i.e., it is govern
by the uncertainty principle. Only in the limit of a densit
with very small curvature will quantum mechanics becom
unimportant for the ionized wave packet@16#.

The measurement of the kinetic energy at a given loca
in space using the direct~F! and inverse Fourier transform
~I! in order to compute the local kinetic-energy density a
cording to

t~r !5f* ~r !IFp2

2
F @f~r !#G ~9!

results in histograms with non-negligible negative kinet
energy density contributions in regions close to the nuc
To what extent these negative contributions are caused
inaccuracies in the construction of the ionized wave pac
@subtraction of states that are not eigenstates of the disc
Fourier-method eigenvalue problem in Eq.~8!#, or whether
they represent a general difficulty with expression~9! is un-
clear at present. The definition of the kinetic-energy dens
is not unique, and one may have more success with
implementation of the positive definite operator that is o
tained using Green’s theorem, namely,

t~r !5 1
2 u“f~r !u2. ~10!

This enables at least the calculation of energy-differen
cross sections for slow electrons while taking into acco
the residual Coulomb interactions. We will report on su
4-4
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calculations in a future work, but note that the calculation
expression~10! by FFT methods is problematic on our fini
momentum mesh for large momentum values.

In order to monitor the importance of residual Coulom
interactions we have also calculated the time history of
kinetic- and potential-energy expectation values for both
complete wave packetuc(t)&, as well as the continuum
packetuf(t)&. These quantities can be used in order to mo
tor the energy loss suffered by the projectile. While we ha
agreement with the previous findings of Grande and Sch
etz @24# for collision energies above 50 keV, we note th
their one-center treatment is inappropriate at lower energ
the discretized continuum in this treatment may be appro
ate to calculate the flux to the capture channels, but i
unable to account for the correct potential-energy contri
tions in the captured parts of the wave packet. The deta
analysis of energy loss is, however, beyond the scope of
present paper.

Obviously, the numerical propagation of the wave fun
tion is limited by the fact that the mesh is finite in coordina
space. One might argue that a pure momentum-space re
sentation would be of a considerable advantage in this
gard. Normally the momentum-space approach suffers f
the fact that the potential energy becomes an integral op
tor and is too cumbersome to deal with efficiently. In th
regard the two-center method of Sidky and Lin@17# offers a
substantial advantage. Nevertheless, based on our exper
with the Fourier method we remark that any numerical
proach carries a heavy computational burden: in momen
space the problem of a wave packet spreading in coordi
space translates into an increased demand on the mome
resolution. The momentum-space wave function with
rather limited range ofp values where it has significant mag
nitude carries the information about the propagation into
tended spatial regions by acquiring structure at smaller
smallerDp.

As a consequence, any general-purpose quantum prop
tion scheme will be limited when one desires to compute
expanding wave packet for internuclear separations at w
the system becomes truly asymptotic. Our method, thus
not able to compute accurately so-called cusp electrons
are believed to settle only at internuclear distances of th
sands of a.u.~this conclusion is based on CTMC calcul
tions!. Another problem that we cannot settle easily is t
reduction in transverse momentum that occurs forvP/2 elec-
trons over the same time scales. This problem should
amenable to the approximate propagation of the final w
packet by a Feynman propagator for a time-varying h
monic potential chosen to approximate the Coulomb sad
region.

One method to tackle the postcollision interaction pro
lem is given by the semiclassical propagation of the ioniz
wave packet in the full two-center potential. In order to st
this propagation one can determine locally on the coordin
space mesh the average velocity for the given den
r(r ,tfin)5f* (r ,tfin)f(r ,tfin) from the densityr and the cur-
rent densityj via
01271
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v~r !5
j ~r !

r~r !
. ~11!

We have calculated such velocity fields for the ionized wa
packets at internuclear separations of 20–40 a.u. usin
Fourier method analogous to Eq.~9!. The results are encour
aging only in the region of the maximum near the sad
velocity vP/2. The results for the three Cartesian compone
of the local velocity field are reasonably independent of e
other, and do generally represent the expected free-par
dispersion. For example, for they component the results ar
consistent with zero velocity at the impact parametery5b at
all times, and for other locationsy1 one finds the expected
relationship between a particle created during the closest
proach aty5b, and which has propagated freely toy1 ac-
cording to the local velocity found there at timet1 . Never-
theless, there are substantial deviations from this gen
trend at locations away from the saddle region, and part
larly in the wider vicinity of the nuclei.

For the saddle region, however, we were able to carry
classical trajectory calculations in order to study the lon
time evolution of those electrons. Our finding is that ov
thousands of atomic time units thevP/2 electrons may not
change their longitudinal momentum component sign
cantly, but their transverse momenta are typically cut in h
This effect that is connected to the result that the aver
potential energy for the ionized wave packet is still cons
erable for internuclear separations of the order of 20–40
will also affect the electron energy distributions for soft ele
trons. For the saddle~or vP/2! electrons the typical reduction
is from 0.2 to 0.1 a.u. of transverse momentum, i.e., it d
not have too much impact on the electron energy tha
dominated by the longitudinal component.

III. RESULTS

In Fig. 1 we show the ionization probability as a functio
of impact parameter as calculated by the present proced
i.e., by projecting out the exact traveling H(nlm) eigenstates
for n51,2,3 on target and projectile and calculating t
norm of the remaining ionized wave packet. A cubic me
with 256 nodal points was used in each direction, and
spacing ofDx5Dy5Dz50.25 a.u. was used. The probabi
ties were corrected by subtracting an equivalent calcula
for zero projectile charge, which resulted in an artificial io
ized wave-packet norm of 0.002. The main contribution
this correction comes from the ground state that is rep
sented inaccurately on the Cartesian mesh, and that also
quires the largest error in the calculation of projections d
to the unresolved cusp structure at the nuclear positions.
include results for impact velocities ofvP51.5 a.u., which
correspond to an impact energy ofEP556.25 keV~crosses
connected by a solid line!, as well as forvP5& a.u., i.e.,
EP550 keV ~diamonds!.

It can be seen that the probabilities follow an exponen
behavior at large impact parameters, and that they ar
close agreement with the results of Toshima@2# for several
large-scale two-center Gaussian basis-set representat
The comparison of the results for slightly different energ
4-5
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MICHAL CHASSID AND MARKO HORBATSCH PHYSICAL REVIEW A66, 012714 ~2002!
~56.25 and 50 keV, respectively! shows that we are near th
maximum of the cross section. Our total ionization cro
section at 50 keV impact energy is calculated to be 1
310216 cm2, which is about 10% larger than the results r
ported by Toshima, namely, 1.78310216 cm2. As explained
below this discrepancy might be due to the fact that
ionized wave packet effectively includes Rydberg-state c
tributions, which, however, cannot be removed by sim
projection. This is in contrast with the experimental data
Kerby et al. @12# at 48 keV (1.44310216 cm2) who for this
energy are in close agreement with the recommended va
of Shah and co-workers@22# (1.4310216 cm2). At higher
energies Kerbyet al. measured higher cross-section valu
than Shah and co-workers@22#. Therefore, they have a rathe
different energy dependence suggesting a peaking of
cross section at 70 keV. The experimental data of Shah
co-workers@22# have been compiled over many years~cov-
ering different energy ranges at closely spaced energy in
vals!, and have very good statistics. If indeed they are
low at ~50–60!-keV impact energy, then a systematic err
must be present which changes with the collision ene
since they connect smoothly to the high-energy Born lim
Incidentally the CDW ionization cross section is in agre
ment with the data given by Shah and co-workers for
total ionization cross section.

Other numerical calculations@14# also report cross sec
tions that are higher than the experiments in the~50–60!-
keV range. After a subtraction of the Rydberg contributio
~which may be questionable! they arrive for 60 keV at tota
ionization cross sections of 1.87 and 1.73310216 cm2 when
using the finite-difference and Fourier methods, respectiv

FIG. 1. Impact-parameter dependence of the ionization pr
ability for p-H(1s) collisions. Solid line with crosses, present ca
culation for 56 keV impact energyEP ; diamonds, present calcula
tion for EP550 keV; dashed line, two-center Gaussian basis
expansion results of Toshima@2# for EP550 keV.
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Fu et al. @9# obtain 1.58310216 cm2 at 48 keV from their
Hilbert-space discretization method. When we apply a co
plete Rydberg-series correction to our data based on our
n52,3 cross sections and using 1/n3 scaling at 50 or 56 keV
we arrive at an estimate for the ionization cross section
1.68310216 cm2 for both energies.

The consistency between the different theoretical ioni
tion cross section results at the 10% level@around the value
of 1.7310216 cm2# coupled with a similar accuracy level fo
the bound-state cross section should serve as a guide fo
accuracy that is achievable by the method. This finding
confirmed by the fact that the probabilities display a stabi
at this level against moderate variations in the mesh spac
The latter finding does not preclude, however, that th
could be a systematic error in the results. Our meshes
larger than the Fourier mesh employed in Ref.@14# ~which
uses a spacing ofDx50.385 a.u., and 135 points in eac
dimension!. However, when comparing our bound-sta
cross sections forn51,2,3 on projectile andn51,2 on the
target we find that our results are typically 10% above th
of Kolakowskaet al. @14#, particularly for target excitation
We assume that the overestimation of the target excita
cross sections is a price to be paid in our method for pro
gating an initial H(1s) state that has not been tuned to satis
the mesh Hamiltonian eigenvalue problem.

It is not straightforward to assess the accuracy of the i
ization probability itself in our method. The biggest unce
tainty arises from the need to choose a border between bo
states and continuum, i.e., the decision to draw the line at
n53 level in the subtraction of bound states in Eq.~8!. Kola-
kowskaet al. @14# have attempted an estimate forn.3 con-
tributions at target and projectile, which is based on CTM
results that scale as 1/n3. Our own estimate of these contr
butions based on then53 probabilities, show that the
CTMC-based estimates could be too low by a factor of 2
the target. Our differential cross sections have to be con
ered carefully from the point of view that no subtraction h
been made for then>4 shells inuf(tfin)&. Comparison with
experiment has to serve as a guide in order to establish
validity of this procedure. We use a logarithmic scale for t
cross-section plots so that the normalization problem can
corrected visually.

In Fig. 2 the time evolution of the kinetic- and potentia
energy expectation values for the ionized wave packe
shown for times after the closest approach for the case ob
51 a.u. andvP51.5 a.u. The data are taken from a calcu
tion on a mesh of size 25632563128 and coordinate spac
ings ofDz5Dy50.35 a.u. in the longitudinalz direction and
the transverse directiony in the impact-parameter vecto
plane, andDx50.5 a.u. in the plane perpendicular to th
scattering plane. The data are shown to illustrate sev
points:~i! the conversion of kinetic into potential energy fo
the ionized electrons is far from over even at internucl
separations beyond 40 a.u.;~ii ! for the second half of the
graph, i.e., at internuclear separations beyond 25 a.u. the
culated expectation value for the kinetic energy~and there-
fore also for the total energy! begins to suffer from the ab
sorption of the fastest electrons at the mesh edges;~iii ! the
potential-energy expectation value for the ionized wa

-

t
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ELECTRON EMISSION CHARACTERISTICS INp- . . . PHYSICAL REVIEW A 66, 012714 ~2002!
packet is proportional to the inverse time after the clos
approach~or to the inverse internuclear separation!, as the
slow electrons continue to experience primarily the tar
potential. At the largest internuclear separation shown
residual average potential energy in the ionized wave pa
is close to 2.5 eV.

We note that the average total energy would remain c
stant aftert522 a.u., if it were not for the absorption of th
fastest electrons at the mesh edges. This implies that one
to do the analysis of ejected electrons at least at two time
aroundt522 a.u. one should record the probability conte
for fast electrons, while the slow electrons need to be a
lyzed at a later time when they have propagated away f
the nuclei, and thereby reduced their potential energy.

Given that we calculate the differential electron emiss
information from histograms in momentum space, i.e., us
a free-particle basis, we stress the following limitations
our method:~i! we are not able to make accurate predictio
about very soft electrons, as we cannot go to sufficien
large separations;~ii ! the same statement holds for so-call
cusp electrons, i.e., unbound electrons that follow v
closely the projectile proton;~iii ! to obtain accurate electro
energy spectra we need to combine the information ab
fast electrons extracted at shorter final separations with
information about slow electrons extracted at larger sep
tions when the error made by neglecting the residual po
tial energy is smaller.

We have also calculated the deviation from the aver
kinetic energy, and have found that for all impact parame
it is of the same order as the average itself. This follows a
result of distributions with maxima at~or near! zero energy
and with substantial tails at high electron energies. This

FIG. 2. Time evolution of the kinetic- (^T&), total- (̂ E&), and
potential-energy (̂V&) expectation values given in atomic units fo
the ionized wave packet inb51 a.u. p-H(1s) collisions at vP

51.5 a.u.
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formation can be used to compute the energy loss and s
gling due to ionization in ion-atom collisions@24#.

In Fig. 3 we show the time evolution of the longitudin
momentum distribution in our calculation forvP
51.414 a.u. i.e., at 50 keV for an impact parameter ofb
51.2 a.u. This parameter choice allows us to compare
rectly with other published results. Our data are shown
the internuclear separations ofRz'16 and Rz'30 a.u.,
which correspond to the times of 17.5 and 27.5 a.u. resp
tively, i.e., to the onset of the plateau in the average ene
of the ionized wave packet~dashed line!, and the end of the
graph shown in Fig. 2, when the average residual bind
energy has fallen below 3 eV~solid line!. The momentum
distribution is shown in the center-of-charge frame in whi
the calculation is performed, i.e.,ve5vP/2 corresponds to
pz50 in the graph, the target velocity is given bypz5
20.707 a.u., while the projectile velocity is found atpz
50.707 a.u.

We notice the strong presence ofvP/2 electrons at the
earlier time with the tail of the distributions extending b
yond the target and projectile velocities. As the system se
rates the longitudinal momentum distribution changes
such a way as to bring the electron momenta closer to
target proton. It is the result of an asymmetric distribution
the ionized electrons in coordinate space after closest
proach. This occurs at the impact velocity ofvP'1.4 a.u.,
which is above the matching velocity. The ionized electro
are physically closer to the target nucleus, and therefore
initially symmetric distribution over longitudinal moment

FIG. 3. Longitudinal momentum distribution forb51.2 a.u.
p-H(1s) collisions atvP51.414 a.u. for two different final internu
clear separations. Dashed curve,R'16 a.u.; solid curve,R'30 a.u.
Crosses, TCMSD results; circles, CTMC results both from Fig. 1
Ref. @19# for b51.2 a.u. at 50-keV impact energy and final sepa
tion of R530 a.u. The differential probabilities are given in atom
units. The target and projectile velocities are marked by sh
dashed vertical lines.
4-7
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MICHAL CHASSID AND MARKO HORBATSCH PHYSICAL REVIEW A66, 012714 ~2002!
experiences a deformation even late during the collisi
This feature makes the analysis of final electron momen
distributions in momentum space somewhat difficult, a
one has to be careful with the assessment that at a separ
of R520 a.u. matters are settled inp-H collisions @10,17#.
For lower impact velocities~and small to moderate impac
parameters! this effect is less pronounced, as the so-cal
saddle electrons are not only produced aroundvP/2, but are
geometrically truly in the vicinity of the potential saddl
Therefore, they suffer much less from postcollision inter
tion in the longitudinal direction than what is observed in t
present case.

An important observation concerns the immediate ran
of the target and projectile velocities, i.e.,pz'vT and pz
'vP . The distributions that are summed over both tra
verse directions, i.e., overy andx do not show any particula
structures, i.e., cusps, for matching velocities. One can no
for the later time a slight drop in the probability for the fast
electrons. Assuming theve561.25 a.u. electrons were pro
duced during closest approach at the origin they would h
traveled distances of aboutz5628 a.u., respectively. Ou
mesh absorbs at distances of the order of61282630.25,
i.e., at 30 a.u. for the present calculation. Thus the drop
probability in the solid line as compared to the dashed line
large longitudinal momenta is clearly a consequence of
absorbing boundary condition at the mesh edge.

When comparing our results to recent work in the s
called two-center momentum-space discretization met
~TCMSD! of Sidky and Lin@17,19# we find significant dis-
crepancies both in the saddle region and at electron veloc
faster than the projectile. The TCMSD results predict a rat
substantial fraction of electrons faster than the projectile. T
CTMC results from Ref.@19#, on the other hand, appear
be rather close to our result at the shorter internuclear s
ration ~even though they were obtained at a separation
corresponds to ourR'30 a.u. result!.

One may wish to speculate about the origin of the diff
ence in results between the present calculation and the
MSD approximation. There might be problems with breaki
up the wave function into two contributions centered on e
nucleus. The Gaussian basis calculations of Toshima@2# ~and
previous two-center atomic-orbital calculations as well! have
demonstrated a nonuniqueness in terms of how much ion
tion flux is supported by either center as a function of
basis size. While this is not necessarily critical when
comes to total-cross-section calculations, it is very criti
for the calculation of the electron emission characteristics~a
topic discussed in Ref.@9#!. One would have hoped that th
flexibility of the TCMSD method would allow the calcula
tion to determine the correct amount of ionized electro
associated with projectile and target. The comparison w
our result~which is not biased in this respect! indicates that
this might not be the case. The ultimate test for the met
~and for our calculations as well! will come from comparison
with experiment in Fig. 3, i.e., when experiments such
reported in Ref.@13# are carried out at lower collision ene
gies. It will also be important to compare results from t
present approach to all the data calculated by Sidky and
in order to arrive at more general conclusions.
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Figure 4 shows the corresponding two snapshots of
transverse momentum distribution in they-z scattering plane
which is defined by the impact-parameter vector. These
tributions again agree better with the classical results p
sented in Ref.@19# than with the quantum TCMSD calcula
tions. At the relatively high impact velocity considered in th
present work the time evolution of this distribution is not
dramatic as it may be in the quasimolecular regime wh
interference between dominant ionization paths may lea
a beating pattern between electrons emitted in the direc
of the projectile, and in the opposite direction@25#. We no-
tice an asymmetry in the distributions: there is a main pea
momenta that correspond to electron motion in the oppo
direction to the projectile deflection from the nucleus; in a
dition one observes a shoulder that corresponds to elect
following the direction of the scattered projectile. Both the
features are also present in the classical and quantum c
lations of Ref.@19#. The TCMSD calculation has a smalle
total ionization probability as compared to the CTMC and
the present results.

The ionized electron wave packet is produced predo
nantly in the center-of-charge frame with substantial tra
verse components. As the nuclei separate the distributio
free-particle momenta narrows in the transverse direct
The time evolution of the distributions is controlled by tw
effects:~i! the true meaning of the projection method~4! is
valid only for separations when the predominantly occup
inner orbitals acquire an insignificant overlap with the io
ized wave packet;~ii ! the ionized electrons with definite en

FIG. 4. Transverse momentum distribution in the scatter
plane defined by the impact-parameter vector forb51.2 a.u.
p-H(1s) collisions atvP51.414 a.u. for two different final internu
clear separations. Dashed curve:R'16 a.u.; solid curve:R
'30 a.u. Crosses, two-center momentum-space discretiza
method results; circle, CTMC results both from Fig. 1 in Ref.@19#
for b51.2 a.u. at 50-keV impact energy and final separation oR
530 a.u. The differential probabilities are given in atomic units.
4-8
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ELECTRON EMISSION CHARACTERISTICS INp- . . . PHYSICAL REVIEW A 66, 012714 ~2002!
ergy must have higher kinetic energies during the collis
than asymptotically, since they give up some kinetic ene
while they leave the two-center Coulomb potential;~iii ! post-
collision interaction effects can be responsible for a shift
the longitudinal peak position. These effects are not ea
untangled. In fact, we find that the more distant collisio
lead to longitudinal distributions which shift closer to th
target position as the projectile proton moves away. The
of the center-of-charge frame in the longitudinal directi
may actually be a slight disadvantage in this case as c
pared to the target frame. At large momentaupyu.1.25 a.u.
we notice again the drop in probability at the later time d
to the absorbing mesh boundary.

In order to illustrate the effect of the final internucle
separation on the analysis problem we show in Fig. 5
results for the singly differential energy-dependent proba
ity for two impact parameters, namely,b51 andb53 a.u. at
two times ~or nuclear separations! that correspond approxi
mately to those used in Figs. 3 and 4~for 50 keV!. It can be
seen that the shift in the peak location in the longitudi
momentum distribution from thevP/2 position towards the
target proton momentum results in a shift of the maximum
the differential probability towards lower electron energie
Thus, the low-energy electron energy distribution cannot
calculated reliably at small final separations without tak
the Coulomb interaction into account. On the other hand,
can notice a deterioration of the distribution for larger ele
tron energies with increasing internuclear separation: the
sorption of electron density at the boundaries~particularly in
the direction perpendicular to the scattering plane due to
reduced mesh size in this dimension! results in a removal of
fast electrons from the analyzed ensemble. Therefore,

FIG. 5. Impact-parameter-dependent differential electron em
sion probabilities~in atomic units! as a function of electron energ
in eV for 56-keV p-H collisions and two impact parameters; to
pair of curves,b51 a.u.; bottom pair,b53 a.u.. The dashed curve
are for an internuclear separation of 16 a.u., while the solid cu
are for 31 a.u.
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distributions should be corrected by splicing together
probabilities for fast electrons~e.g., for energies above 30 e
in the target reference frame! for an internuclear separatio
of the order of 16 a.u., while the low-energy electron co
tinuum is to be calculated at larger internuclear separatio
such as 31 a.u.

In Fig. 6 we show a selection of impact-paramet
dependent ionization probabilities as a function of elect
energy after the subtraction of the background calcula
from an equivalent time propagation without projectile p
tential. We note that smaller values ofb51, 2 which are the
dominant impact parameters for the ionization cross sec
are characterized by a maximum associated with the sa
mechanism~vP/2 electrons have on average 7.7-eV kine
energy in the target reference frame assuming a sm
amount of transverse momentum!. For larger impact param
eters the peak moves towards lower energies. Note that t
peaks move to lower energies when the system is propag
to larger distances~cf. Fig. 5!. The graph also demonstrate
clearly how the smaller impact parameters are respons
for all fast electrons. Once one moves to an impact param
of b56 a.u., it becomes very unlikely to produce electro
with energies larger than 30 eV.

In Fig. 7 we present results from an integration over i
pact parameter using

s~E!52pE
0

`

bdbPE~b!. ~12!

A total of 10b values was used to approximate the integra
Eq. ~8! by a finite sum with an interval ofDb50.5 a.u. in the
range where the weighted probability has large contributio
This b mesh was found to provide sufficiently accurate

s-

s

FIG. 6. Impact-parameter-dependent differential electron em
sion probabilities~in atomic units! as a function of electron energ
in eV for 56-keVp-H collisions. From top to bottom results forb
51,2,3,4,5,6 a.u. The probabilities are given in a.u., and are ca
lated at an internuclear separation of 16 a.u.
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MICHAL CHASSID AND MARKO HORBATSCH PHYSICAL REVIEW A66, 012714 ~2002!
sults given that the differential probabilities shown in Fig.
are relatively smooth. We do not include results below 8
as the structures at lower energies are considered an ar
of the present method, which extracts information from
propagated wave function using a free-particle basis at fi
internuclear separation.

The comparison with the experimental data for 48- a
67-keV impact energy shows that our calculated results
very consistent with them in shape at least for electron e
gies above 8 eV. Good agreement was found by CDW
culations @26#, and with CTMC calculations that wer
patched with first-order Born approximation results@12#. The
present data overestimate the experimental data by a
40%, which is consistent with the total-cross-section ra
The shape of the cross section fits nicely in between the
and 67-keV data, and in this sense agrees slightly better
them than the calculation of Ref.@9# in which the continuum
parts of Hilbert space are discretized in a target-cente
complex exponential basis. One can argue that an ave
energy of about 2.5 eV is folded into our calculation due
the residual potential energy as indicated for one impact
rameter in Fig. 2. A naive correction of our calculated resu
at low energies would involve a shift of the theoretical cur
to the left by 2.5 eV.

In Fig. 8 we present our impact-parameter-depend
probabilities that are differential in the polar emission ang
One can notice from the histogram that the Cartesian
form mesh is not ideal for this type of measurement, and
one has to be careful in not overinterpreting apparent st
tures at 90° or 180°. Substantial backscattering contributi

FIG. 7. Singly differential cross section for electron emission
a function of electron energy. Solid triangles and inverted triang
experimental results of Ref.@12# for 48- and 67-keV impact energy
respectively. Crosses: present results for 56 keV. The cross sec
are given in 10217 cm2/eV. Solid line and dashed line: Discretize
finite Hilbert-space basis calculation and Born approximation,
spectively, taken from Ref.@9#.
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come from impact parameters belowb52 a.u. The results
for larger impact parameters are not as dramatically differ
as one might have expected~the sideways tug that the elec
tron density experiences might have led one to believe
larger emission angles would be strongly preferred in dist
collisions!. Actually, when one calculates the electron em
sion probabilities in the center-of-charge frame, they turn
to be rather flat, i.e., independent of the polar emission an
in this frame. The forward-backward asymmetry is mostly
effect of transforming the results to the target frame. T
observation supports the notion that the ionized momen
distribution is generated first in this frame~as it is easiest to
have an unbound particle in this frame while the nuclei
still close by, an idea explored in Ref.@19#!. As the nuclei
separate the ionized electrons in the more distant collisi
interact predominantly with the target nucleus and are pu
back to yield what looks like target ionization by a perturb
tion.

In Fig. 9 we display the singly differential cross section
computed from the probabilities shown in Fig. 8, and co
pare them with the experimental results forEP548 and 67
keV. One can notice the overall good agreement: electr
are ejected predominantly in the forward direction, and
plateau can be observed for backward scattering. For sca
ing in a small window at 180° our calculations predict a dr
in the cross section, which is not observed in the perturba
Born or CDW theories. We have found this behavior to
consistent as the initial and final internuclear separati
were increased. This behavior needs to be explored fur
by calculations with a better resolution in momentum spa

In Fig. 10~a! we present the most sensitive quantity ava
able inp-H(1s) ionization experiments so far@12#, namely,
the doubly differential electron emission cross section a

s
s:

ns

-

FIG. 8. Impact-parameter-dependent differential electron em
sion probabilities as a function of polar emission angle in degr
for 56 keVp-H collisions. Solid lines from top to bottom results fo
b51,2,3,4,5,6 a.u. Dashed line: reference calculation forZP50,
which is used to subtract the background.
4-10
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ELECTRON EMISSION CHARACTERISTICS INp- . . . PHYSICAL REVIEW A 66, 012714 ~2002!
function of electron energy for five different emission dire
tions. The theoretical results are for a slightly higher ener
and thus they have somewhat stronger high-energy elec
contributions, most notably at forward angles. Theory a
experiment coincide in the most important trends: a nea
exponential falloff of the cross sections with electron ene
can be observed with larger decay constants as one
from forward to sideways emission. At medium to high ele
tron energies we observe a good consistency in the spac
between the respective results. However, some system
deviations can be observed at low energies: for forw
emission the theoretical results for 10° and 30° predic
merging of the cross sections below 40 eV; the experime
results for 15° and 30° are very close between 30 and 40
but deviate by a factor of 2 between 10 and 20-eV elect
energy. For emission perpendicular to the beam axis we
find some discrepancy at energies below 20 eV. At hig
energies our curve agrees well with experiment apart fr
fluctuations that are deemed to be insignificant, and wh
show limitations of the histogram approach. Between 10
20 eV our results are a factor of 2 higher than experime

The present comparison of theoretical data with exp
ment on the doubly differential cross section is similar to
comparison between CDW and CTMC/Born results given
Fig. 4 of Ref.@12#. The CDW results given in Ref.@12# for
48-keV impact energy follow the trend of the experimen
data for 50° at all energies, but underestimate the cross
tion in the forward direction for energies below 20 eV.
fact, it appears as if the failure of the CDW cross section
rise at low energies in the forward direction is the con
quence of strong projectile electron contributions. A care

FIG. 9. Singly differential cross section for electron emission
a function of polar emission angle. Crosses: experimental resul
Ref. @12# for 48 keV ~bottom! and 67 keV~top! impact energy,
respectively. Diamonds: present results for 56 keV. The cross
tions are given in cm2/sr and were calculated at a final separation
16 a.u.
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examination of the doubly differential cross section~which
would require additional experimental investigations at em
sion angles of 10° and less! will therefore provide strong
clues about systematic difficulties of the CDW method

s
of

c-
f

FIG. 10. ~a! Doubly differential cross section for electron emi
sion in 56-keVp-H collisions ~theory! as compared to the exper
mental 48-keV results~in units of 10220 cm2/sr/eV!. Solid lines
from top to bottom: present calculation for the polar emiss
angles ofue510°,50°,90°; dashed lines: corresponding results
30° and 50°. Experimental data from Ref.@12#: circles, 15°; crosses
30°; diamonds, 50°; squares, 70°; triangles, 90°.~b! Doubly differ-
ential cross section for electron emission in 56-keVp-H collisions
~theory solid line! at two emission angles~30° and 90°! in compari-
son with experiment at 48 and 67 keV@12# and with the CDW
approximation from Ref.@12# ~dashed line! at 48 keV~in units of
10220 cm2/sr/eV!. Inverted open triangles, experiment at 48 ke
and ue530°; inverted solid triangles, experiment at 67 keV a
ue530°; open triangles, experiment at 48 keV andue590°; solid
triangles, experiment at 67 keV andue590°.
4-11



g
W
e

at
s
e

la
im
n
f 2
at
en

c
h
n
ich

gi
th

id
o

o
th
o
e
e
to
io
w

er

e
o
y
h

th
r

se
io
th
th

it
rn
ot
n

th
W

are

ot
.,
s-
las-

the
d
nd
the
av-
ed

the
et

t the
sp
tens
y-
e.

a-
ss
sar-
n-

nu-
the
ero
of

al-
the
in

. 5.

e.

MICHAL CHASSID AND MARKO HORBATSCH PHYSICAL REVIEW A66, 012714 ~2002!
this energy range.
In Fig. 10~b! we illustrate the comparison by showin

results two angles at both 48 keV and 67 keV. The CD
results from@12# are shown for 48 keV and illustrate th
points made above: for sideways emission~90°! both the
CDW and the present cross sections have a shape th
comparable to the experimental one for electron energie
to about 60 eV from where on the experimental cross s
tions are higher irrespective of the impact energy. Atu
530° we notice several points: the experimental data disp
a reversal: at electron energies above 60 eV the 67 keV
pact data have a higher cross section, while at electron e
gies below 20 eV the 48 keV data are higher by a factor o
We notice how the CDW calculation for 48 keV falls short
low energies, while being very close at medium electron
ergies. The present theoretical calculation is quite close
the experimental 48-keV data over a substantial range
energies. As remarked earlier, one could argue that the
culation should be unfolded in energy by 2.5 eV, i.e., t
appearance of maxima in these cross sections at electro
ergies around 5 eV is an artifact of the calculation, wh
was discussed in the context of Fig. 7.

To test the present theory for the smaller electron ener
that are resolved well in the experiment one has to push
calculation to larger internuclear separations. For the s
ways emission we found that going from a final separation
16–31 a.u., reduced a factor-of-four discrepancy at 10 eV
about a factor of 2. A further semiclassical propagation
saddle-point electrons to very large distances has shown
transverse momenta are reduced substantially, and thus
can argue that the extrapolation of the theoretical data to v
large distances has the potential to be in accord experim

It is possible in the impact-parameter approximation
correlate to some extent the differential electron emiss
with the closeness of the collision. In Fig. 8 we have sho
that forward emission is predominantly produced inb
50 – 2 a.u. collisions, while intermediate impact paramet
play a more substantial role in the sideways emission@note
that the curves shown in Fig. 8 are weighted withb when the
differential cross section is calculated according to Eq.~8!#.

The correlation between impact parameterb and electron
energy is provided by Fig. 6. From this graph we conclud
that closer collisions produce a significant amount of s
electrons, but at the same time the near-exponential deca
the ionization probability with electron energy is muc
slower than in distant collisions. The general trend in
doubly differential cross section shown in Fig. 10 is therefo
consistent with the somewhat simplistic picture that clo
collisions are predominantly responsible for the emiss
into 0°–50°, while the sideways emission is produced by
intermediate to large impact parameters, and therefore
emission is dominated by soft electrons.

The biggest interest in the present approach is to push
low ion impact energies where the CDW and CTMC/Bo
approaches are clearly outside their validity regimes. B
approaches make strong predictions for electron emissio
forward angles@12#. It will be important to investigate for-
ward emission experimentally in order to substantiate
claim of cusp formation at large internuclear separations.
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note that these cusps are formed out of electrons that
initially weakly bound by the projectile~otherwise they
could not trail the projectile, i.e., be in its vicinity!, and
which are then field ionized by the target proton. It is n
clear at all whether the (\50) semiclassical approach, i.e
the CTMC method is justified for these electrons. It is po
sible that substantial differences between quantum and c
sical calculations will persist in this regime.

An interesting conclusion has been made recently in
CDW approach@27#. A direct relationship was establishe
between the longitudinal recoil momentum distribution a
the ionized electron energy spectrum as viewed from
projectile frame. It was argued that the thresholdlike beh
ior at zero electron energy in this reference frame provid
evidence for a cusplike electron energy distribution at
projectile. Given that the prediction of projectile and targ
cusp electrons is a feature of the CDW approach, and tha
numerical solutions of the TDSE show virtually no cu
electrons at the internuclear separations of the order of
of atomic units, it is of interest to calculate the energ
dependent differential cross section in the projectile fram
Our results given in Fig. 11 for both final internuclear sep
rations indicate that a finite value of the differential cro
section at zero energy in the projectile frame is not neces
ily associated with cusp electrons. Interestingly the differe
tial cross section rises somewhat in this regime with inter
clear separation indicating that the further propagation of
wave packet leads to more ionized electrons at near-z
energy with respect to the projectile. The high-energy tail
the differential cross section is more trustworthy for the c
culation at the shorter final separation, as we can see
effect of absorption of fast electrons at the grid boundary
analogy to the discussion given for the target frame in Fig

FIG. 11. Singly differential cross section in cm2/eV for electron
emission as a function of energy in the projectile rest fram
Crosses: calculation at final internuclear separation ofR'16 a.u.,
diamonds forR'31 a.u.
4-12
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IV. CONCLUSIONS

We have carried out three-dimensional solutions to
TDSE for p-H(1s) collisions in a mixed coordinate
momentum-space approach. Differential ionization pro
abilities as a function of impact parameter were extrac
using a histogram approach based on the momentum m
i.e., using a free-particle basis. After integration over imp
parameter the singly and doubly differential cross secti
were compared with experiment. At electron energies ab
20 eV reasonable agreement was found with experiment
lower energies our analysis technique suffers from the
that the probabilities were extracted at finite internucl
separations; at a separation of 31 a.u. up to 3 eV ave
residual binding energy was found for the ionized wa
packet. Thus, one has to be careful when analyzing w
packets without an explicit Coulomb wave analysis. Nev
theless, we conclude that our calculated doubly differen
cross sections~at EP556 keV! generally agree with the ex
perimental data at 48 and 67 keV.

There is a strong need for a reevaluation of the precis
of the recommended experimental total ionization cross s
tion in the neighborhood of its maximum. It is remarkab
that the CDW calculations agree with the measurement
Shah and Gilbody@22#, while theories that incorporate
strongvP/2 mechanism have systematically higher ionizat
yields, and a somewhat different location for the maximu
,
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in the ionization cross section. A possible explanation for
discrepancy between explicit solutions of the TDSE and
CDW method lies in the time histories demonstrated in
present calculations: the CDW method describes the c
sion as a direct transition from initial to final electron wa
functions with some Coulomb correlations between the c
lision partners. The solutions to the TDSE for impact velo
ties well above matching suggest that most of the ioniz
electrons originate at momenta nearvP/2, and are then
brought closer to the target velocity as a result of the clo
geometric proximity of the ionized wave packet to the targ
nucleus. It is possible that the current CDW method is
able to incorporate this postcollision interaction effect. Giv
that the proton/antiproton on H(1s) configurations represen
such basic ion-atom collision systems we hope that defini
answers to these questions be found in the immediate fut
More detailed comparisons of the present work with expe
ment and theory at different collision energies will be r
ported soon.
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