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Hollow-ion formation in microcapillaries
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Transmission of highly charged ions through microcapillaries is studied theoretically by a classical trajectory
simulation. The interaction of highly charged ions with the internal surface of the capillary is treated within the
framework of dielectric-response theory. The simulation is based on the classical over-the-barrier model modi-
fied for open cylindrical surfaces. The multielectron evolution and relaxation is taken into account as a
stochastic event sequence. We considéf ldnd Né®" with an energy of 2.1 keV/amu passing through a
metallic microcapillary of Ni. We analyze the distance of closest approach, the angular distribution, and the
distribution of the mean occupation numbersnashells of highly charged ions. We find the resulting charge
state distribution of transmitted projectiles in good agreement with recent measurements. Implications for
nanotube targets will be discussed.
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I. INTRODUCTION q ( q- 1/2) —12 o
N~
Collisions between highly charged iofCl) and solid V2W V8a

surfaces are of growing interest and currently in the center of
numerous experimental and theoretical wofks-22. The  The COB model also gives information about the interaction
main motivation of these efforts is the study of the basictimet, for a HCI above the target surface that is determined
interaction mechanisms between HCI and solid surfaces. Irby the image acceleration and the neutralization dynamics.
terest in these processes is stimulated, in part, by potenti@ls the ion further approaches the surface, a large number of
future technical applications, most notably, the possibility ofelectrons are captured into highly excited states. However,
selective desorption and nanostructuring of surfaces by HClwithin the available time, <10~ % seconds, complete relax-
induced potential sputterinf23]. From numerous experi- ation to the neutral ground state is impossible, in other
mental as well as theoretical studies, the following scenariquords, the lifetime of the HA1, save for collisional destruc-
of the HCl-surface interaction has emerged: When a highlytion at the surface, is much greater than
charged ion approaches a solid surface, one or more elec- As the ion reaches the surface, the outer charge cloud is
trons are resonantly captured at a characteristic distance inteplaced by a much tighter one with the radius of the order of
high Rydberg states of the projectile. As a result, a multiplythe bulk value of the metallic screening radius, forming a
excited Rydberg atom with inner-shell vacancies, a so-calle@ollow atom of the second generati@HA2). A hollow ion/
hollow atom, is created. For metal surfaces charge transfer eftom can still exist temporarily at or below the surf42é —
the weakly bound conduction-band electrons into a highly27]. However, close collision with target atoms at the surface
charged ion sets in at large distances from the surface. In thénd bulk penetration provide a much more efficient pathway
literature, these hollow atoms are referred to as abovero complete relaxation. The HA1's formed above the surface
surface hollow atoms or hollow atoms of the first generatiorare immediately and inevitably converted to HA2’s at or be-
(HA1). The classical over-the-barri¢€COB) model[3,7] is  low the surface. In turn, the information on the above-surface
widely used to estimate the distance where the first resonampllow atom is(to a large extenterased, as its direct obser-
charge transfer can take place. For flat metal surfaces, thgition is limited to the time interva, . In particular, many
characteristic distance is approximately given by properties of hollow atoms such as long-lived multiply ex-
cited resonances escape the observation. As a consequence of
this scenario, HCI-surface collision experiments have two
major difficulties in studying HA1's(1) signals from HA2's
are very often much stronger than those from HA1's as has
already been observed by Meyetal. [28,29, and (2) the
survival times of HA1’s are too short to study their intrinsic
whereq is the charge of the ion arid/ is the work function  and quasistationary properties. Therefore, it is extremely dif-
of the target. The capture takes place into the electronic shefiicult to directly observe and study the intrinsic properties of
of the projectile with a principal quantum number of the HA1's using flat surface targets.
order of One possible way to avoid the above-mentioned difficul-
ties and preferentially prepare HAl's is to suppress produc-
tion of HA2’s using a special target shape in the experiments,
*Permanent address: Institute of Nuclear Research of the Hunganamely stepped surfaces. In this case, the HA1’s can be cre-
ian Academy of ScienceéATOMKI), P.O. Box 51, H-4001 Debre- ated without destructive close collision with the surface, and
cen, Hungary. can be detected. One potential candidate for a stepped-
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y — Eouk note, however, that the applicability of the dielectric re-

' sponse and, hence, of the linear-response theory to the
present case of slow highly charged ions wihy>1 is a
priori not obvious. Its justification rests on the quasistatic
limit of weak perturbations at large distances rather than on
short interaction times as implied ly/v<<1. Simple esti-
mates[7] indicate that for distanced>r4\/q, nonlinear ef-
fects should still be weak wheng, is the Wigner-Seitz ra-
dius. The distant ion-capillary surface interactions should
therefore be well approximated by the dielectric response.
€yacuum Results will be presented for the charge-state distribution,
the distances of closest approach, the angular distributions
for the transmitted HCI's, and for the distribution of the
mean occupation numbers af shells for different charge
states. Our calculated data will be compared with the avail-

surface target is a microcapillary. Recently, interactions oftble experimental data.

HCI's with internal surfaces in microcapillaries have been

introduced as an alternative technique to study above-surface Il. THEORETICAL FRAMEWORK
processef30—36. The underlying idea is that by using cap-
illary targets, the extraction of HAl's in vacuum and the
observation of photons or Auger electrons emitted from them We consider a slow ion with charggtraveling through a

in flight becomes possible. lons traveling approximately parmicrocapillary of radiusp, with velocity v (v~0.1-0.5
allel to the capillary axigFig. 1) will be attracted by image a.u). The solid located outside the cylindrical openiffdg.
forces toward the cylindrically shaped internal wall of the 1) js assumed to be characterized by an isotropic dielectric
capillary [37—3;]. When the distance of the ion to the wall constante(k, )= e, (k, @) which is a function of the fre-
reaches a critical valugpo—p|<|po—pc|=d., resonant guencyw and wave-numbek of the electromagnetic distur-

charge transfer according to the COB model can take placgance. The electric potential induced by the traveling ion is
[3,7]. While the dominant fraction of projectiles will either getermined from the Poisson equation

exit without experiencing charge transfgrajectory type 1,

in Fig. 1) or undergo close collisions with the surface similar V2P = —47rq5(F— Jt)_ 3

to conventional grazing surface collisioftsajectory type 2

leading to complete relaxation to the neutral ground stateThis boundary-value problem can be conveniently solved us-
trajectories of type 3 will undergo only large-distanceing cylindrical coordinates. The potential inside the cylinder
“above-surface” collisions near the exit edge of the capillary (p< p,) is given by[40-42

and form HA1's. These ions can escape prior to hitting the

FIG. 1. Sketch of the ideal microcapillary with typical ion tra-
jectories.p, is the critical capture radius ard is the critical cap-
ture distance.

A. Image potential of the infinite capillary

wall and, hence, preserve the memory of the above-surface 1 o _
hollow-atom formation. ¢<(P,¢,Z)=§f do> fdk Ang™ e 1 (kp)e !
In this paper, the transmission of HCI through microcap- "
illaries is studied by a classical trajectory simulation. The q
electronic dynamics of trajectory type 3 events is simulated + m 4
1

within a Monte Carlo approach: electron capture, resonant
ionization, radiative and nonradiative decay are followed as a4 outside 4= po) b
random event-by-event sequence with rates taken from the Po) DY
COB model for capture and lo$8,7] modified for the cy- 1
lindrical geometry. The forces governing the ionic trajectory &= (p,¢,z)= _f dwz f dk B,,@m¢dk2K  (kp)e !,
are, in turn, derived from the charge-state evolution deter- 2m m

mined by the stochastic electronic dynamics. We also con- (5)
sider deviations from the ideal geometry: We present simu- ..

lations for the realistic capillary, when the “bumps,” where the ion is located att=r,=(py,$1,21), |,y andKp,
bottlenecks, and inhomogeneities are taken into account irgre the modified Bessel functions of orderof the first and
side the microcapillary. Furthermore, we include fringe-fieldsecond kind, respectively. The first term in B¢) is the
effects due to the capillary exit surface. In our simulation, weinduced potential and the second term is the electrostatic
have used a metallic microcapillary of Ni. As projectiles, we potential of the moving projectile, which can be expanded as
use ", and Né° with an energy of 2.1 keV/amu. The [42]

interaction between the HCI and the capillary surface is

taken into account by.the classical imagc_a potential within the a g doS | dkem@-ovgki-z)
framework of dielectric response. The dielectric response of |F— F1| T =

the capillary material is described by a plasmon-pole ap- '

proximation in terms of a sum of Drude-type functions. We X1 m(kp<)Km(kp=)e et (6)

042902-2



HOLLOW-ION FORMATION IN MICROCAPILLARIES

wherep_ (p-) is the smallerlargen of p andp,. A, and
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electron with the projectile image and the self image, respec-

B, can be determined from the boundary conditions at theaively. Using in the following for simplicity the limite— o

interface
P=(p=po)=P"(p=po), (7)
o ~ (ko) b~ @®
ap p=po ap =10

The resulting image potential can be written as

‘1’(/3,¢,Z)=—%f dw% fdké(kz—wwmqs)

XIm(kp1) xm(kpo)Im(kp) S(w—kv), (9)

where
1 (Kpo)
Xem(kpo) =[e(k, 0 =kv) ~ 1] e(k,kv)%
kpol m—1(Kpo) —mlm(kpo) |71
prKml(pr)—i_me(pr)} - (10

In the limit of an ideal conductorg—«), Eq. (9) becomes

2
q2P1

200t M

(p,62)= 30 (p=p1,$,0= -

It should be noted that Eq&9) and(11) pertain to an infinite

[Eqg. (12)] V(p,p1) becomes

n Pod Po
p=p1 po—pp1 2(p5—p?)

V(p,p1)=— (13

We note, however, that our numerical simulations employ the
full dielectric responséi.e., Eq.(9)]. the saddle point can be
obtained from the implicit equation,

V(p,
(+p1) -0, (14
P pP=pg
and the saddle potential follows the form
Vs=V(ps,p1)- (15

According to the COB model, capture takes place when the
saddle potential\{;) is below the energy level of the elec-
tron to be transferred. The critical distance between projec-
tile and surface, where the first charge transfer takes place
can be calculated form the following condition:
Vs(ps.p1=pc) =W. (16)

The COB model predicts the critical principal quantum num-
bern. into which the first capture takes place as

nc:{ma){n“En(Pc)SVs}v (17

Cylinder. For a Ni Capillary, this Slmp|lfled apprOXimation where the atomic energy |evé3] is given by the image_
was found 43] to describe the projectile motion overall quite potential shifted hydrogenic value

accurately. We note that E¢Q) can also be applied to inter-

actions of charged particles with nanotulpéd).

B. Potentials for the active electron inside the capillary

q-05 ¢?

m— W (18

The slow HCI approaching the solid surface causes a col-
lective response of the electrons in the solid, resulting in an Th luati f Ea(9 ires data for the dielectri
image potential at a large distance from the surface described e evaluation of Eq( ) requires data for the dielectric
by Eqg. (9). This potential provides one contribution to the cqnstgnte(k,w) for the m|crocap_|llary material. Smce_de-
total potential an “active” electron involved in the transition (@iled information abou(k,w) exists only for a few solids

feels. The properties of the surface are characterized by &d @ rather restricted range efandk values, we use ex-
conduction band with the work functiow and the Fermi ~Perimental optical datf.e., e(w)] for extrapolating into the

energyEr . As the ion approaches the surface, at the charad K. @) plane. I_n the_ foIIOV\_/ing two alternative strategies for
teristic distance d.), the potential barrier between the pro- the extrapolation will be discussed. In both cases, we employ

jectile and the metal surface dips below the Fermi level, and Plasmon-pole approximation.
charge transfer becomes classically allowed. The potentia] Ritchie and Howig45] have proposed a method to extend

barrier is formed by the superposition of the potential of thetn€ dielectric function tk=0 as a sum of several terms of

projectile, its image potential, and the image potential of theP"Ude-type dielectric functions assuming a single-pole dis-

electron to be captured. The potential as a function of th@€rsion relation. A Drude-type dielectric function can be

radial electronic coordinate along the internuclear axis and Wrtten as
cylindrical symmetric case is given by 2

w
ep(k,w,w,)=1+ P —, (19
V(p,p1)=Vep(p.p1) +Vey(p.p1) +Vi(p), ° P wi—wh—o(w+il)

C. Dielectric function

(12
where the first term in Eq12) is the direct interaction po- where the momentum dependence is explicitly taken into
tential between the active electron and the projectile and thaccount through the dispersion relatian= w(k,wp). At
second and third terms are the effective interactions of th&=0 and,w,=w,, ep becomes
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I — L TABLE |. Parameters used to fit the energy-loss datp48f by
1 the sum of Drude functions of E¢22).

0.8 ° ?ir"cal data = i A (a.u) wpi (@.u) I; (awu)

1 0.0000239 0.0735 0.132

2 0.000272 0.162 0.126

E 3 0.00167 0.269 0.0653
g 4 0.0233 0.386 0.168
= 5 0.0781 0.684 0.349
6 0.514 1.075 0.813

7 0.417 1.654 1.093

8 0.0331 2.058 0.318

9 0.0979 2.539 0.257

ot 10 0.289 2.880 0.602

0 50 100 150 200 11 0.266 3.404 0.717
energy (eV) 12 0.757 4,662 2.432

0.206 6.661 1.433

FIG. 2. Energy-loss function of Ni. Open circles, optical energy-
loss function derived from experimental da#8]; solid line, fit to

the experimental results using a sum of Drude-type functions. 1 " 1
.2 Im{s(k,w)]:JO dpr(wp)lm|—8(k,w7wp)], (23
ep(w,0p,M)=1—- —"2— (20)
w(w+il’) where the weight factord,; are replaced by the expansion
with coefficient G(wp) in the spectral density. If the damping
constant is infinitesimally small, Im{1/e) becomes ad
wp=14mn, (21) function
2
wherew,, is the plasmon frequency amdthe electron den- . -1 _TWp B
sity. T denotes the full width at half maximum of the plas- F"”;Jm ek o,wp)| 20 Ow=wy) 24

mon peak at frequency,. In this approximation, the

energy-loss function, i.e., the imaginary part of 1/e) can  Hence, using Eq(24) in Eq. (23) for k=0 leads to
be written as a sum over several Drude functions

2 -1
Im) = —— = 2_ 272 2 o s(w)
e(k,w) T [{okK wp)} —o]*+ (o)
(22 Due to the § function, the extrapolation procedure from

. . . o . . &(w) to e(k,w) is greatly simplified. One finds
Following [45—-47 the dielectric material is described in

terms of several plasmonlike peaks. To evaluate the constants wo

A;, T;, and w,;, we fitted the optical data for Ni as com- e(k,w)=—¢(w), (26)

piled by Palik[48] by Eq. (22) at k=0. Equation(22) de-

scribes the influence of single-particle interactions for larg&yhere w, is the positive frequency solution of

momentum transfers and interactions with plasmons for

small momentum transfers. Irrespective of the particular (K, wg) = w. (27)

form of the dispersion relation discussed below, the resulting

e(k,w) satisfies the generalized Thomas-Reiche-Kuhn suntherefore, Eq(23) is an alternative version of E¢22) by

rules[49]. summing over an infinite number of undamped Drude terms.
Figure 2 shows the energy-loss function determined fromJp to this point, neither in E¢(22) nor in Eq.(26) have we

experimental optical data and our fit to the experimental respecified the dispersion-relatioa,(k,w,). Certainly, our

sults using a sum of 13 Drude functions. The set of paramehoice should yield the optical limito,(k—0)=w, ask

eters determined by the fit of Ni data is shown in Table . —0 and the free-particle limitw,=k?/2 ask—ox, corre-
In order to assess the dependence on the particular forsponding to the Bethe ridge. One popular choice of @)

of approximation fore (k, ), we also implemented an alter- is [51]

native extension of the dielectric function ka0 avoiding

the tedious numerical procedure of parameter fitting. Penn 2 2 1 2 2 210\ 2

[50] suggested a scheme, in which the summation in(£2). W= wpt 3UF(wp)k +(k72)%, (28)
over the finite number of Drude terms is replaced by an

integration over the Drude dielectric function wherev is the Fermi velocity.
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real part real part

discrete sum (y# 0)

cont. superposition
(y=0)

(a)

(b)

Re(-1/elq,0)
Re(-1/elq,0)

50

100 50

150 4
eﬂergy (e V) 200

100
150 4
energy ev) 200

FIG. 3. Surface plot of the real part of the dielectric function for nidlelevaluated from Eq(19) and (b) evaluated from Eq(26).

Figures 3 and 4 show surface plots of the real and imagi- IDing
nary parts of the dielectric function of nickel as a function of E,=— a0y
momentum and frequency as given by E82) (discrete P
summation with finite damping constapnd Eq.(26) (con-
tinuous superposition with zero damping constamnesspec- q ime
tively. In both figures, the Bethe ridge can be clearly seen. Ep_;f d“’% f dklm(kp1)REE™ xm(kpo) ]
The resulting real and imaginary parts of the dielectric func-
tion are very similar using different approximations, indicat-
ing a weak dependence on the extrapolation procedure for X

k#0. The simulations presented in the following are based
on Eq.(22).

: (29

(r=ry)

m
Klm-1(kp1)—Im(kpq)
P1

S(w—kv). (30

In a similar way, we can get thecomponent of the electric
vector

D. Electric-field vector for ideal cylinder

iq )
From the knowledge of the image potential and the di- Ez:;j d“’% f dk K7 (kp)
electric function, the electric-field vector components can be

calculated easily. The component is given by X Im[e™?x(kpg)]18(w—kv). (32

imaginary part imaginary part

(a) )
discrete sum (y # 0) cont. superposition

gl
il ”l'm,r

i

L

i

if

i

il
a;.'s?r.’r',‘f,’!g’t”;’

1m(-1/elq,0)

dir.

1m(-1/elg,0)

/
it

50
100
energy ey 150

4
200

4
200
FIG. 4. Surface plot of the imaginary part of the dielectric function for ni¢aeevaluated from Eq19) and(b) evaluated from Eq(.26).
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E 10 E; 10
@ 107 = 10°

2500 ) 2500

5. 03 2000 W 0.
2 capillary wall %,

1500 capillary wall

1000
04 A @_\‘_\

center of capillary center of capillary

FIG. 5. Two-dimensional distribution of the electric field for an ideal cylinder as a function of the velocity of the charged particle and the
cylindrical coordinateg of the moving charge(@ E,; (b) E,.

Figure 5 shows th&, andE, components of the electric- lengths randomly distributed. The influence of the terrace
field vector as a function of the velocity of the projectile andlength to the final charge-state distributions will be analyzed
as a function of the cylindrical coordinatpsof the moving later in the paper.
charge. Both components are very small near the center of
the capillary. However, the strength of the components
strongly increases as the particle approaches the wall. The . ) .
physical implications of the components of the field vectorfac\évift?ﬁ: égnﬁfa' rﬁe:r?tgf;ec?c?u?\(taalr::)?eeset?rggti?: trc]:?)r?élcttiili]rs-
are as followsE, governs, approximately, the image accel-d to fri g Idy h lind - v shaped gf < lo-
eration of the ion in the direction of the capillary wall, while ue to mnge nelds, the cylindrically shaped surtace IS 1o
E, is closely related to the stopping power. cally replaced by a pla_nar surfa(?ee_.,_a Cartesian Wed_ge

z and thereby the potential for the infinitely extended cylinder

is replaced near the exit plane and close to the edges by a
E. Deviation from ideal capillary geometry Wedge potentia[see Flg 7 This is ]UStlfled since the rel-
evant ensemble of trajectories we analyze in the following is
near the exit surface close to withig~ 20 a.u. of one of the
walls (forming the wedggwhile the opposite wall is at that
‘E)'oint aboutD =2py=250 nm 4700 a.u. apart. It is this
large difference in scalep(/D<10"2) which allows the
) . L - gpproximation by a flat surface. Note, however, that such an
ideal geometry are taken into account W't“hm a S,t,a“St'C%I enélpproximation does not hold in the interior of the capillary
se_m_blﬂe. F_|gure 6 shows the sketch_of_a model” for a Te \where the distances to the opposing walls can be compa-
allst_|c microcapillary su_rface. DeV|at|ons_ from the_ |d_eal rable. We also note that for nanotubes where the diameter is
capillary symmetry are simulated by allowing the cylindrical
radius to vary randomly by-5% around its nominal value.
The cylindrical walls are assumed to form terraces with

F. Fringe-field effects

In our simulations, a Ni capillary with a nominal radipg
of 125 nm 2360 a.u). and lengthL=1.5 um~28 400 a.u.
was used. Since ensembles of experimentally available ca
illaries do not form ideal cylinders but have “bumps,”

! L

AR

FIG. 6. Sketch of the realistic microcapillary surfateis the

total length and po) is the average radius of the capillary, respec-  FIG. 7. Schematic view of the exit surface of the capillary with
tively. the wedgeshaded in graymagnified.
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=+v by I, and the zone bounded by the planegaty and
6= —«a by Ill. The particle with charg&€?" is at =y and
p=p; (Fig. 7). The electrostatic potential in the different
zones(Fig. 8 can be written as

V,(p,d),z):(l-i-ﬁ)fdwf dvf dke*?(Ae"?+Be %)

potential (a.u.)

X1, (kp)Ki,(kp)e ', if —a<6<a, (32

V”(p,(ﬁ,z):fdwf dyf dkeé¥(Ce’?*+De %)

X1i,(kp)Ki (kp)e ', if a<f<y, (33

X (au,) el

FIG. 8. Image potential surface for an iog=1), near the V|||(P,¢,Z)=f dwf dVJ dke ¥ Ee"?+Fe %)
wedge, in the rotated coordinate system. Xhexis coincides with

the diagonal of the wedge. X1i (kp ) Ki(kp)e '@t if y<@<2m—a,
. (34
on a nano- rather than a mesoscale, drastic changes are to be
expected. Figure 7 displays the schematic view of the exit ofvhere
the capillary with the model for the wedge. Extending the
treatment of Ref[52] for the electrostatic potential of a two- 1-g(k,o)
dimensional wedge to the present case of the three- Bk,w)= 1+e(k,w) (35)

dimensional wedge, the space was divided into three zones

(Fig. 8). Let us denote the zone where the dielectric mediunirhe expressions, Eq$32)—(34), satisfy the Poisson equa-
is located and which is bounded by the planeg-at-« and  tion. In order to satisfy the boundary conditions at the border
0=a by I, the zone bounded by the planesfat « and @  of the zone ¢= = «), the coefficients follow as

(et Dsinh(vm)e” """+ (e~ 1)sin v(7—2a)]e"" ™

(e+1)?sintf(var)—(e—1)? sinfF[ w(7—2a)] ’ 30

(e +1)sinh(vm)e”?’” ™+ (s = 1)sint (7 —2a)]e” "7
- (e+1)Zsint(vmr)— (e — 1) 2sint? v(7— 2a) ] ’ 37
C=A+BBe %, (38)
D=pBAef+B, (39
E=(A+ BBe*F)e 2k (40)
F=(ABe 2kf+B)e?™, (41)

Figure 8 displays the electrostatic potential near the wedgen the ion trajectories should be minor. To illustrate the ef-
surface for a chargg=1. fect of fringe fields, we show in Fig. 9 the asymptotic angu-
As the ion passes the wedge, its trajectory is modified byar distribution of Né°" trajectories with and without the
this potential. Due to the distortion by the fringe field, the wedge potential taken into accoufior details of the trajec-
asymptotic scattering angle and, thereby, the angular distriory calculation, see belowlIn order to highlight the effect,
bution of the HCI trajectories is shifted to larger scatteringwe use the frozen charge-state approximation, i.e., the charge
angles compared to a sudden switch off at the exit surfacestate is kept fixed and the electron capture is neglected dur-
This effect increases with higher charge states. The electrigng the fly by. In the calculation labeledithout wedgethe
field vector components are large only in the vicinity of thewedge potential is replaced By=0 outside the capillary.
surface. However, in this region, the HCI is already almost~rom Fig. 9, it is obvious that the influence of the fringe field
neutralized. Therefore, the influence of the wedge potentiak very small.
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e —— where in analogy to Eq16), pS(E,,) is the critical distance
] - i where a given energy transfe () proceeds over the barrier
0.5 L and it can be calculated by
— with wedge
% Y A N without wedge Vd(ps.p1= P(I:E) =E,. (44)
] I Loss into the solid can only take place when the energy of
L 53] L the level lies above the Fermi level. We calculate the loss
o r probability per electron in the sheailduring the time interval
oz dt in the following form
] PY*%p)=O[W+Ey(p)IP(E) vpdt, (45)
0.1 i
1 where ®(x) is the Heaviside step function. The process of
] losing an electron is a Poissonian stochastic process. In the
0 J 1'5 é 2'5' é 3‘5 4 evolution of individual trajectories, we select the loss process

with the help of uniform random numb&; € (0,1). Loss is
0 (deg)
assumed to take place when
FIG. 9. Asymptotic angular distribution of K& . Solid line, oss
with correction due to the wedge effect; dashed line, without cor- 1-e Pn IM>R (46)
rection due to the wedge effect.
wheref(n) is the number of electrons in theh shell. The
G. State-changing processes same method applies to Auger processes and to radiative

. - ... decays as wel{see below.
As soon as the ion approaches the wall to within the criti- y ; W

cal distancal. for capture, the electronic and ionic dynamics
have to be treated self consistently, since charge transfer in- ) o oo .
fluences the ionic trajectory. The electronic dynamics is During the motion in the vicinity of the capillary surface,
simulated within a stochastic Monte-Carlo approach: eleceléctron ionization due to promotion to the continuum can
tron capture, resonant ionization, radiative and nonradiativ@Cccur. To determine this rearrangement channel, we calculate
decay are followed as a random event-by-event sequenciie energy of the electron at a given distafie. (18)]. If
Auger and radiative rates are taken from atomic structuréhe energy balanc®[En(p)] allow the promotion; the prob-
codes[25,53-58,62 Note that for any event, the influence ability for this process to occur was set to 0.5. Accordingly,
of previous events along the history of one trajectteyg., the el_ectron from then shell is promoted to the continuum
ionic position, energy gain, charge state, shell occupation State if

taken into account through a variation of relevant parameters

that determine the probability for subsequent events. Within O[Eq(p)]O(R;—0.9 =1, (47)

the independent-particle model, simultaneous multiple cap- . .
ture andploss is a?so included P IOwhereR2 is a uniform random number between 0 and 1. If

the ion is still within the critical capture distance instanta-
neous refilling by capture, however, into a different shell,

L ) _will take place.
An electron can be lost from the projectile when its orbit

2. lonization by promotion

1. Resonant loss

enters the region of the saddle. The frequency of collisions 3. Auger processes
with the wall can be estimated from the period of Coulomb . . L
orbits In our simulation, we take Auger ionization into account

when two excited projectile electrons interact with each
other. In our simulation, we neglect Auger deexcitation pro-
qgff(n) cess in which a conduction- or valence-band electron fills a
T 3 (42) deeper lying level of the projectile ion, while an electron in
an excited ion level is emitted carrying away the energy dif-
ference as kinetic energy, as well as the Auger capture chan-
wheredey; is the effective charge as seen in tita shell of  nel, where two conduction- or valence-band electrons inter-
the hollow ion. In our numerical simulations, we determineact with each other and one of them is being transferred into
the values ofge¢; according to the Slater screening rules a projectile level while the other is ejected. As it was shown
[59]. The probability for hitting the opening of the potential by Hagstrum [60,61], these contributions are negligibly

wall in the saddle region is approximately given by small compared to other relaxation channels at large dis-
tances from the surface.
For the determination of the Auger rate, we employ
p(En)%(l_ EL) (43) atomic structure calculation based on the Cowan d6d¢
pc(Ep) Following the procedure used ii8,7] the rate for intra-
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atomic Auger process for two equivalent electrons in shell d /oL JL
is approximated by dt| 7q) 7 (55
r 5.06:10 - (49 1 0d
N T T 3.6 . . 0P; P,z
n; ing (ni—nf)3'46 p_P(,D:_M |nd{§Z ¢ ), (56)
The suppression of Auger decay due to partial population in
the final shelln; can be taken into account by an empirical . .. 1 0Din4(p,e,2)
reduction factof63] pet2pe=—y, P , (57)
=== — . (58

We use an additional correction facton/ (n;)* for electron M 0z

pairs (; ,n; ;ng) which are not in the same shéihtershel}. Here, M is the mass of the HCI. Equatiori56) and (58)
before the Auger decay. Finally, the Auger rate can be written . d usi dard fourth order R K
in the following form: were integrated using a standard fourth order Runge-Kutta
method. The calculation of the ion trajectory is divided into
three separate regiong¢l) inside the capillary;(2) in the
fringe-field region at the end of the capillary; af@) the

asymptotic region. From the critical distance where the reso-

The Auger process takes place if the energy balance for theant capture starts, the deexcitation channels are also taken
given shells is fulfilled. We calculate the Auger probabilitiesjnio account using the Monte Carlo technique outlined

I‘ni,ni’;nf:Fni;nf(ni,/ni)3/R(nf)- (50)

at the time intervadt above. When the ion is within the critical capture radius, the
Auger -\ _ ion charge state does not change due to the deexcitation but
P (p) =O[En(p) ~En (p) only the electronic configuration of the ion will change. The

, underlying assumption is that a prompt recapture process
_lE”((p)HF“i oy ing f(n)f(njdt. (51 takes place when the ionization stage is increased as a result
of the relaxation. This is equivalent to the “staircase” model

The Auger process takes place whenever [65]. Outside the critical capture radius, however, the ion
Auger charge state is changed during the deexcitation accompanied
1-e P >Ry, (520 by electron emission. It is important to realize that the
charge-state distribution of the ensemble reaches its
whereR; is a uniformly distributed random number. asymptotic stable limit only after the ion is about 106n,
i.e., almost macroscopic distances, downstream from the exit
4. Radiative decay, photon production surface when the Auger relaxation is complete. This is in

In the radiative transition, a fraction of the potential en-Sharp contrast to conventional specular reflection surface
ergy of the hollow atom or ion is carried away by a photon.Scattering processes where, as a result of close collisions, the
Radiative rates increase rapidly with the nuclear charge afnal charge state is reached on a receding branch of the
~Z* for hydrogenic ions, whereas Auger rates depend onlyjrajectory within a few A above the surface. The long relax-
weakly onZ. Typical intra-atomic radiative probabilities are ation time toward the asymptotic charge state distribution

given by[64] (~0.1 ng is due to a sequence of comparatively slow Auger
processes involving asymmetric configurationsl,’l")
P,=4x10 "Z%n*3dt. (53)  with n>n".
In our trajectory calculations, the radiative decay takes place ll. RESULTS AND DISCUSSION
when

The Ni surface is characterized by its work functidh
1-e >R, (54  =5.2 eV. In order to study the hollow-atomore precisely,
hollow-ion) formation in microcapillary transmission, we
whereR, is a uniform random number between 0 and 1. Inhave performed a classical trajectory simulation with an en-
our present calculations, inside the capillary, the effect of thisemble of 5< 10’ primary trajectories. The spatial distribu-
relaxation channel for the ion trajectories is negligibly small.tion of the incident ensemble is uniform across the opening
However, it becomes dominant at large distances from thef the capillary cylinder.
exit surface for singly excited states relaxing to the final

ground state. A. Coupling between ionic and electronic dynamics

The influence of the charge-transfer process on trajecto-
ries passing by the exit surface is illustrated in Fig. 10 where

Using Eqgs.(30) and(31) to calculate forces, ionic trajec- we compare trajectories with frozen charge states as used in
tories can be determined using the Euler-Lagrange equatioa preliminary investigatiofi43] with a self-consistent solu-

H. Classical equation of motion
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( ) FIG. 11. Final charge state distribution of incident 2.1 keV/amu
FIG. 10. Comparison between ionic trajectories of incidefit N N®* jons transmitted through a Ni microcapillary. Open circles,
with frozen charge statg=6 and dynamically evolving charge experimen{35]; solid circles, simulation with state changing pro-
state reaching|=2. cesses taken into account; solid triangles, simulation without state
changing processes taken into account.

tion in which the trajectory is influenced by charge-state . . . .
fluctuations. For the same incident charge state, the scatteti’.y a ring of th|ckn_esszlc (Fig. .1) and therefore provides a
ing angle for the frozen charge state is generally larger tha irect test for the distance of first capture. The present simu-

for the case of dynamically evolving projectile charges du ation gives overall good agreement for all ionic charge

to the larger image acceleration in absence of the neutralizg121€S on an absolute scale. The fairly flat and uniform dis-

tion process. For the same reason, the dynamical evolution 5'?”?“““ over all other charge stateg<0, 1, 2, 3, 4, 3is a

the charge state reduces the number of close fly-by eventd!due feature of distant collisions with the internal micro-

and increases the average distance of closest approach to .|Ilary surfacg, not previously ob_sgrvable In ion-atom, ion-
exit edge. solid, and grazing ion-surface collisions. It should be noted

that only the fraction of neutralsg&0) in the experiment
may contain a sizeable contribution from projectiles under-
going close collisions near the exit surfatejectories type
We analyze the charge-state distribution of outgoiig N 2 in Fig. 1) which exit completely relaxed in the neutral
ions for which experimental data are availaf88]. To simu-  ground state. For this charge state, the significance of the
late the spread of the incident beam, we use a Gaussian atemparison between experiment and our simulaticen [isi-
gular distribution of¢; with a full width at half maximum  ori not clear. All the more surprising and probably fortuitous
(FWHM) of 2 degrees, which is the estimated experimentais the close agreement even for this charge state. The charge-
value [66]. Extensions to more highly charged ions arestate distribution fog=1,2,3,4,5,6 provides, in addition, de-
straightforward and yield qualitatively similar results. In Fig. tailed insight into the complex multielectron transfer process
11, we compare the experimentally obtained final chargeabove the surface. As the final charge-state distribution de-
state distribution of incident 2.1 keV/amiPNions transmit-  pends also on a multitude of Auger relaxation processes, the
ted through a Ni microcapillary35] with our simulations. distribution of electrons among shells of the hollow atom
The overall agreement with the experimental dépen also appears to be predicted reasonably well.
circles in Fig. 1} is remarkably good when we take into  As already mentioned, the neutral fraction of the transmit-
account Auger processésolid circleg. The data have been ted particles can be contaminated by contributions from
calculated assuming an average terrace length of 700 a.thard” grazing collisions inside the capillary. These specu-
The dependence on the terrace length will be discussed b&rly reflected trajectorie$SR) should also lead to neutral
low. The point to be noted is that only about 15% of theprojectiles. The contribution of the specularly reflected ions
incident beam contributes to the transmission through théo the neutral fraction is shown in Fig. 12. Here, we compare
capillary while the remainder hits the entrance surface, unthe fraction of neutral projectiles due to SR ion trajectories
dergoes close collisions with the walls, and is stopped in thevith the neutral fraction due to distant collisions as a func-
capillary material near terraces. Within the subensemble dfion of the average terrace length. In each case, a uniform
exiting ions, the incident charge state strongly dominatesfluctuation in terrace length around the average value of
(~99%). The ratio of the incident charge-state fraction to all+=50% is assumed. In all cases, SR trajectories dominate.
other charge states is directly related to the ratio of the entire Figure 13 shows the charge-state distributions for the
capillary cross section of the cylinder to the area subtendedhortest average terrace length from Fig. 12 simulating a

B. Time evolution of projectile charge state
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FIG. 12. Neutral fraction of the projectile beam exiting the cap-
illary. Black columns, neutral fraction without hitting the capillary
wall; gray columns, fraction of specularly reflected trajectories un- 2
dergoing a close collision. Range of terrace lengéh:10—-30 a.u., g
(b) 10-100 a.u.(c) 100-500 a.u.(d) 400—1000 a.u. 8
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rugged surface. With decreasing terrace length the neutram
fraction of the transmitted projectiles due to the distant col- E
lisions decreases since the effective interaction time for botr-2
charge transfer and relaxation is reduced. We find improvec
agreement between the simulation of distant collisitre-
jectories type B with experimental data except far=0.

This is precisely what we expected, since for neutrals the
contribution due to grazing collisions dominatgig. 12.
Including the latter foig=0, also shown in Fig. 13, leads to
agreement for all charge states.
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¢ FIG. 14. Mean occupation numbers ofshells for N* on
0.01 nickel at different distances from the surface, light gray shadow: at
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distance~5x 10’ a.u. (after Auger relaxation, but with incomplete

final charge state

FIG. 13. Final charge state distribution of incident 2.1 keV/amu
N®* jons transmitted through a Ni microcapillary. Open circles,

radiative cascade

As the ion approaches the surface, highly excited states
experiment{35]; solid circles, simulation of distant collisiofira- ~ are resonantly populated. Deexcitation proceeds continu-
jectories(3) of Fig. 1] with average terrace length of 20 a.u.; open Ously via resonant ionization, Auger processes, and radiative
squares, simulation, far=0 the grazing collision contributiofira- ~ decay. This results in a continuous shift of the population to

jectories(2) of Fig. 1] is included. lower n shells. Although these rearrangement processes are
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FIG. 15. Two-dimensionaPd9" (6,b) distribution of scattering anglé and distance of closest approastfor N6* on nickel. (a) at
macroscopic distanc@fter Auger relaxation(b) at the exit surface of the capillary.

quite fast, the interaction time is far too short to lead to adisplays the surface plot of the two-dimensional distributions
complete deexcitation of the incoming projectiles. This isP9*(6,b) for q=1, 3, 5 for N on nickel, where panghb)

often referred to as the bottleneck problem. As a conserepresents the asymptotic observable distributions, whjle
quence, ions leave the capillary in highly excited states. Figgives the distribution in close proximity to the exit surface.
ure 14 shows the mean occupation numbers shells for  Similar to grazing incidence surface collisiois65] the im-
different projectile charge states. The snapshots were taken gge acceleration of the HCI toward the wall manifests itself
two representative distances from the exit surface, outsidgg 5 pronounced shift in the angular distribution towards
the critical capture radius, and at_Iarge distancex 18’ larger scattering angles. We, indeed, observe a banana-
a.u) from the surface when all possible Auger processes, bulyaneqg—b correlation pattern with a very well-localized

not all radiative processes, have taken place. lons in IO"Emgular distribution. It is noteworthy that the angular distri-
charge statesq=0,1,2) have lowen shells strongly popu- b| tion for each charge state is much narrower (FWHM
a

lated. Note that these charge states are correlated with sm 0.05°) than the initial angular divergence of the beam
impact-parameter collisions with the capillary wall. We also 9 9

note that these ion trajectories have the longest path IengtﬁEWHMZO'ZO)' This is a direct consequence of the inirinsic

in the region where charge transfer from the surface is clag!9h Selectivity among all initial conditions of those that lead
sically allowed. When the ion leaves this region, its chargd® transmission to the microcapillary accompanied by the

will increase due to deexcitation via Auger decay into lowercharge exchange of a given charge state. Low charge states
lying n shells. As can be seen in Fig. 14, projectiles leavingg'® strongly correlated with closer fly bytsmall b’s) and

the capillary in intermediate charge stateg=(3) form the larger scattering angles6¢=1.25°) while the effective
well-known “hollow atoms” (HA1) with empty inner and Single-capture channelq&5) extends from the threshold
partially filled outer shells. Deexcitation of these intermedi-angle §.=1.13° for single capture to larger angles. Notice
ate states can be investigated at large distances from the stinat below 6., no capture takes place since such angles
face using Auger and photon spectroscopy increasing theould correspond tdb>d.. The comparatively broad angu-

asymptotic charge state fraction @f5. lar distribution for the charge statg="5 is not due to a wider
angular range for single capture in distant fly-by events but is
C. Angular differential distributions due to the Auger decay of hollow atoms (@fitially) lower

From our simulations, we can also extract the anguir ( charge states. Tq illustrate this effect, we show in Figb15
distribution as well as the distance of closest approdgh the_a—b_correlatlon_pattern for the same chqrge states but
distribution relative to the nearest exit ed@ég. 15. To the ~ during flight as the ions pass through the exit surface. The
extent that the andb distributions are correlated, measure- €volution of this distribution to the one in Fig. (5 is ex-
ments of the charge-state distributions in coincidence wittflusively due to the Auger cascade while the angular and the
the scattering angle would provide the means to resolve sutglistances of closest-approach distribution pattern is already
sequent stages of the hollow-atom formation above the suessentially frozen out. This simulation suggests that different
face. To demonstrate the angular separation, the angular ditages of the hollow-atortor -ion) formation should be di-
vergence of the incident beam has been reduced in ouectly accessible in future experiments provided that suffi-
simulation to a FWHM of 0.2{which is within experimental cient angular resolution can be achieved. Use of higher
reach). Note that for higher incident charge states, the angueharge states would lessen the requirement on the angular
lar separation can be clearly seen even with much less strimesolution and facilitate the observation of the correlation
gent requirements on the initial beam divergence. Figure 1pattern.
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0.02 ‘ ‘ ‘ I above, is related to the area of the annulus between the radius
| N i pc(i) and pc(i—1). However, this clear separation breaks
down at macroscopic distances as a result of relaxation. The
number of effective single-capture events is strongly en-
hanced compared with other charge states. Nevertheless,
these angular distributions can be used to identify different
I phases of hollow ion formation. At macroscopic distances,

L we can distinguish three regions for the single-captuté N

[ statesi(1) Within the scattering angle between 1.12 and 1.17
degrees, the ion that preserved its originally captused
electron from the surface. These trajectories never came
I closer to the surface thas,(N**). This corresponds to the

L first stage of hollow-atom formation: the capture of single

I electrons into a Rydberg stat®) From scattering angle 1.17

to 1.21 degrees, only N ions can be seen in the angular

— 001 N distributions. But in this region, theriginal one-electron

:.2 ] [ capture states are contaminated by the one-electron capture
g 0,005 L states generated by relaxation. The second region represents
! ] : ' [ predominantly the second stage of hollow-atom formation

2 with double capture followed by a single Auger relaxation.

s 0 * == * I (3) While in the previous two regions™ is theonly charge

g N i state observed asymptotically, at scattering angles larger than

=] 0015 ] i 1.21° the asymptotically observed charge staté i mixed

g 1 with other charge states. Lower charge states can be seen in

- the angular distributions. Because of the overlap between the

- angular distributions of R and N* at exit, some coinci-

i dent information would be required to completely disen-
tangle the stages. For example, detecting an ele¢tbany
energy in coincidence with a projectile in the second angu-
lar sector(without a charge-state analysiwould permit to
unambiguously identify the second stage of hollow atom for-
mation. For angles larger than 1.25°°>"Noriginates from

the multiple Auger decay of af@lmos} neutral hollow atom,
primarily from N°* and N". Clearly, extending this analysis

, to later stages gets progressively more involved. Depending
L on the number and energy of ejected electrons or photons,
i more detailed information may be extracted.

We note that the angular distributions displayed in Figs.
15 and 16 were calculated under the assumption that the
image acceleration is given by Eq29) and(30) for a me-

Y S~ tallic Ni surface. This is equivalent to the assumption that the
l 115 12 125 13 135 interior surface of the capillary is atomically clean and can
0 (deg) be characterized by the dielectric function for Ni. However,
if the image acceleration is suppressed due to surface con-
tamination(e.g., by hydrocarbonghe angular distribution is
drastically changed. As a test, we completely neglected the
image acceleration. In this case the angular distributions for
all charge states are centered around zero degrees.

N2+

FIG. 16. Angular distributions for HCI's for different charge
states. Solid lines, at %10’ a.u. distance from the surfadafter
Auger relaxatio)y dashed lines, at the exit surface of the capillary.
Contributions of different charge states to the distributiori Mfter
Auger relaxation are denoted by different shadings.

. . . IV. SUMMARY AND OUTLOOK
More detailed information can be extracted when the de-

cay of the multiply excited state by photon or electron emis- In this paper, we have presented classical trajectory cal-
sion could be measured in coincidence with the scatteringulations for HCI's passing through a microcapillary target
angle. Figure 16 shows the angular distributions integrateéhcluding the simulation of the neutralization and relaxation
over all distances of closest approach for HCI's for differentcascade. The simulation treats the ionic and electronic de-
charge states. At the exit of the capillary, the charge states atgees of freedom simultaneously. We find the fraction of
clearly separated with respect to the scattering angle. Thgansmitted projectiles that are partially neutralized in good
larger the scattering angle the lower the charge state. Th&greement with recent experiments. We have presented a the-
total number of events ofth charge state, as described oretical model yielding an almost flat charge-state distribu-
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tion that is unique to this process and has not been observed We close by pointing out that the description developed in
before in either ion-atom, ion-solid, or ion-surface collisions.this paper can be also applied to the emerging field of inter-
Moreover, the charge-state dependent correlation betweeaction of ions with nanotubdg4]. One important difference
scattering angle and distance of closest approach predicketween these systems and the microcapillary is the drasti-
that angular-resolved charge-state distributions may provideally different ratios between critical distance for electronic
direct information on the evolution of the charge cloud of aprocesses to tub@r track diameter. Also, the aspect ratios
hollow atom at large distances from the surface. Although(diameter to lengthwill be different. Otherwise, most of the
the separation of charge states in the angular distributions &ey elements of the description would apply. In particular,
large distances from the surface is partially destroyed belocal tests of the dielectric response of nanotubes, i.e., its
cause of the relaxation, this system offers the promise ointerior would become possible. Research along those lines
disentangling some of the stages of hollow-atom formationis planned.

Since final charge-state depends @y the initial electron
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