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Theoretical study of K-shell excitations in formaldehyde
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The C 1s and O 1s excitation of formaldehyde (H2CO) has been studied within anab initio framework. The
second-order algebraic-diagrammatic construction@ADC~2!# polarization propagator method has been used to
calculate energies and oscillator strengths of the electronic transitions. For selected C 1s excited states also
multireference configuration-interaction~MRCI! calculations were performed. The vibrational excitations ac-
companying the electronic transitions have been studied using a linear vibronic coupling model. The theoretical
C 1s and O 1s spectra are in excellent qualitative agreement with high-resolutionK-shell photoabsorption
measurements. The present results support the previous assignments of the C 1s spectrum, while they revise
the interpretation of the O 1s spectrum above 537 eV. In contrast to the C 1s case, the main photoabsorption
intensity in the O 1s spectrum is due tond rather than tonp Rydberg excitations. For the two lowest singlet
excited states, that is, the1B1(C 1s→p* ) single excitation and the1B2(C 1s,n→p* 2) double excitation, we
find vibronic interaction with the1A1(C 1s→3s) and 1A2(C 1s→3d) Rydberg states via then4 out-of-plane
bending mode. In addition, the1B2(C 1s,n→p* 2) and the1A1(C 1s→3s) states interact via then5 mode.
The vibronic coupling leads to a complex spectral pattern in the low-energy part of the C 1s excitation
spectrum, allowing one to interpret the finer details of the experiment.

DOI: 10.1103/PhysRevA.64.022504 PACS number~s!: 31.10.1z, 33.20.Rm, 33.20.Tp
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I. INTRODUCTION

The core-electron excitation in H2CO has been studied i
the past both experimentally@1,2# and theoretically@3–5#.
Hitchcock and Brion@1# recorded C 1s and O 1s electron-
energy-loss spectra of H2CO for a wide range of excitation
energies and determined positions and intensities of m
electronic bands below the respective ionization thresho
A subsequent theoretical study of vertical excitation energ
and oscillator strengths@3# confirmed the assignments o
many low-lying K-shell transitions given by Hitchcock an
Brion @1# and discussed the basic physical effects govern
core-electron excitation in H2CO. An interesting finding of
the latter work is that already the second transition in the
1s spectrum is a double or ‘‘two-particle–two-hole
(2p-2h) excitation of the type C 1s,n→p* 2(1B2). The ad-
vent of the soft-x-ray synchrotron-radiation sources h
made possible very detailed studies of theK-shell excitations
in molecules~see, e.g., Refs.@2,6–10#!. A high-resolution
K-shell photoabsorption study of H2CO was performed by
Remmerset al. @2#. This study yielded a wealth of previousl
inaccessible information, concerning especially the effect
nuclear motion accompanying electronic transitions. Ma
important results of this work are still not fully understoo
and await theoretical analysis. Recently Nooijen and Bart
@4# and Fronzoniet al. @5# presented computations ofK-shell
excitation in H2CO. However, the latter studies were prim
rily devoted to discussing methodological aspects of
computational schemes rather than to analyzing spec
scopic issues. In view of the present status, a thorough
oretical reinvestigation ofK-shell electron excitation in the
prototypical H2CO molecule intended here should be bo
timely and desirable. In the work of Remmerset al. @2# a
1050-2947/2001/64~2!/022504~15!/$20.00 64 0225
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number of previously unresolvedK-shell Rydberg excita-
tions of H2CO were identified and assigned. Since most
their assignments were made by analogy with the CO m
ecule@6#, a verification based onab initio results should be
of interest. In particular, some of the earlier assignments
K-shell Rydberg excitations in H2CO need to be reviewed o
the grounds of reliable theoretical results. In Refs.@1–5# the
C 1s and O 1s Rydberg spectra are interpreted in an ess
tially similar way, although the corresponding spectral p
files appear to be quite distinct, as can be seen already in
low-resolution spectra of Hitchcock and Brion@1#. This
seems to indicate significant differences in the C 1s and O
1s Rydberg series, which apparently have been overloo
before. Here the previous theoretical studies@3–5# are not
conclusive, because due to the lack of diffused-type basis
functions a satisfactory description of the Rydberg manifo
was not achieved.

The high spectral resolution in the work of Remme
et al. @2# poses the challenging task of assigning the o
served vibrational structure. In many cases there applie
simple Franck-Condon type of analysis of the totally sy
metric vibrational modesn1–n3 as used by Remmerset al.
@2#. However, this approach depends on the actual spe
resolution and becomes less reliable at higher excitation
ergies, where the electronic bands are overlapping. A
some ambiguities concerning the geometrical parameter
core excited H2CO have not fully been resolved in the wor
of Remmerset al. @2#.

According to the results of a previous theoretic
study @11# on the structure and stability of H2CO in the
lowest 1B1(C 1s→p* ), 1B2(C 1s,n→p* 2), and 1A1(C
1s→3s-a1) states @further also referred to as1B1(p* ),
1B2(2p-2h), and 1A1(3s) states#, vibronic coupling effects
©2001 The American Physical Society04-1
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should play an important role in the corresponding tran
tions. This is suggested by the finding that for both t
1B1(p* ) and the1B2(2p-2h) states there is a double-we
potential-energy surface~PES! with respect to the out-of-
plane bending vibrational coordinaten4 . Strong vibronic ac-
tivity of the n4 mode should therefore be expected. With
the linear vibronic coupling~LVC! model the interaction via
then4(b1) mode is likely to take place between the1B1(p* )
and 1A1(3s) states and between the1B2(2p-2h) and
1A2(3d) states. As suggested in Ref.@11#, there is also the
possibility of interaction between1B2(2p-2h) and 1A1(3s)
statesvia one of theb2 modes~n5 and n6!. The study of
vibronic coupling effects in the lowest singlet C 1s excited
states should help to clarify experimental findings such as
unusual isotopic effect on the position and width of the
1s→p* (1B1) and C 1s→3s(1A1) transitions and the large
width of the C 1s→3s(1A1) band. Since the intensity bor
rowing is a characteristic feature of vibronic coupling,
careful treatment of vibronic effects is quite important for t
question of observability of the C 1s,n→p* 2(1B2) transi-
tion in the optical absorption spectrum.

In the present paper we report on recent computation
electronic transitions and their vibrational structure in H2CO
in the spectral range of the C 1s and O 1s electron binding
energies. Theab initio results for the~vertical electronic!
energies and intensities are based essentially on a pola
tion propagator method@12,13# referred to as second-orde
algebraic diagrammatic construction@ADC~2!# used success
fully in other studies of molecularK-shell excitation
@8,9,14,15#. The vibrational excitations accompanying th
electronic transitions and the vibronic coupling in the lo
lying C 1s excited states1B1(p* ), 1B2(2p-2h), 1A1(3s),
and 1A2(3d) were studied using a model of vibronic co
pling @16#, whose parameters were derived from the ADC~2!
results and from additional multireference configuratio
interaction~MRCI! computations. In a similar fashion stud
ies of K-shell excitation studies have been performed ear
for the first-row hydrides@8#, ethylene@9#, CO, and N2 @15#.

II. THEORETICAL APPROACH
AND COMPUTATIONAL DETAILS

A. Calculation of the vertical core-electron
excitation spectrum

The energies and intensities of theK-shell electron exci-
tations have been computed using the second-order alge
diagrammatic construction@ADC~2!# approximation scheme
for polarization propagator@12–14#. The central computa
tional step of this method is the eigenvalue problem

~K1C!Y5YV, Y†Y51 ~1!

for the Hermitian secular matrixK1C of the ‘‘effective in-
teraction,’’ defined with respect to the configuration space
generalized~intermediate! single or particle-hole (p-h) and
double or two-particle–two-hole (2p-2h) excitations. The
resulting eigenvalues
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V i5Ei2Eo ~2!

are the transition energies between the ground and the
cited electronic states, characterized by the total energieEo
and Ei , respectively. The corresponding eigenvectorsY i
contain the information on the final states and allow
evaluation of the dipole transition moments according to
equation

Toi
m 5F~D̂m!†Y i , ~3!

whereF(D̂m) is the so-called vector of ‘‘modified transitio
moments,’’ depending on the dipole operator compon
D̂m . The photoabsorption intensities of the dipole-allow
transitions are given by the oscillator strengths

f oi5
2

3
V i(

m
uToi

m u2, ~4!

where the summation runs over the three Cartesian com
nents m of the dipole transition moment. In the ADC~2!
scheme the elements of the matrixK1C and of the vector
F(D̂m) are given by finite perturbation expansions throu
second order in the~residual! electronic interaction. The ex
citation energies and transition moments associated with
gly excited states are treated consistently through second
der of perturbation theory, while doubly excited states
treated consistently through first order.

Several important properties make the ADC~2! scheme
especially attractive for the present study. First of all, t
energies and transition moments are computed directly
one-shot procedure circumventing a possible inconsistent
scription of the initial and final states. The ADC~2! compu-
tational procedure combines in an advantageous way va
tional and perturbative techniques, leading to a m
compact configurational space than in a compara
configuration-interaction~CI! treatment. Another advantag
relative to the CI approach is that the ADC~2! is a size-
consistent method@17#. Finally, the ADC~2! scheme can eas
ily be specialized to the case ofK-shell excitation by adopt-
ing the core-valence separation~CVS! approximation
@18,14#. In this approximation one neglects the interaction
the core- and the valence-shell excited states, which usu
is weak due to the large core-valence energy gap and s
coupling matrix elements. The CVS approximation leads t
considerable simplification of the ADC~2! equations@14# and
to a further reduction of the configuration space, compris
now only configurations with one core hole. Thus, at t
expense of a relatively small error~;0.5–1.0 eV according
to estimates of Refs.@14,15#!, the CVS approximation re-
duces substantially the computational expense ofK-shell ex-
citation calculations.

B. Framework for treating nuclear dynamics

To study the vibrational fine structure of the core-electr
excitations we use the formalism of linear vibronic coupli
~LVC! @16#, capable of treating a variety of problems, inclu
ing the general case of several electronic states inter
4-2
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THEORETICAL STUDY OFK-SHELL EXCITATIONS IN . . . PHYSICAL REVIEW A64 022504
ing via a set of nontotally symmetric vibrational modes. T
approach is based on the concept ofdiabaticelectronic states
uF i& @19# which are used as a basis for expanding the fi
vibronic states

uCm~r ,Q!&5(
i

ux im~Q!&uF i~r ,Q!&. ~5!

Here the summation runs over theN-dimensional set of vi-
bronically coupled electronic states, andr andQ denote col-
lectively the electronic and nuclear coordinates, respectiv
The energy levelsem and the expansion coefficientsux im&
~vibrational wave functions! are determined from the eigen
value equation

Ĥxm5emxm ~6!

for the N3N matrix LVC model HamiltonianĤ whose ele-
ments are given by Taylor expansions of the potential-ene
functions through linear terms in the nuclear coordinates

~Ĥ! i j 5H Ĥo1V i1&(
sPg

k i
sQs , i 5 j

&(
sPu

l i j
s Qs , iÞ j .

~7!

HereV i denote vertical electronic transition energies asso
ated with the statesuF i&, k i

s and l i j
s are theintrastateand

interstatecoupling constants, respectively, andQs are the
displacements of the totally symmetric~g! or nontotally sym-
metric ~u! normal modesns . The vibrational Hamiltonian

Ĥo5
1

2 (
sPg,u

vsS 2
]2

]Qs
2 1Qs

221D ~8!

refers to the electronic ground stateuFo& and describes non
interacting harmonic oscillators with frequenciesvs . In Eq.
~8! the vibrational ground-state energy has been chose
the origin of the energy scale. As a characteristic feature
the diabatic formulation,Ĥ introduces the coupling betwee
the electronic states via the potential energy rather than
the kinetic energy of the nuclei.

For the solution of Eq.~6! a variational ansatz is em
ployed, assuming an expansion of the vibrational wave fu
tion ux im& in a direct-product basisun1¯nM& of harmonic-
oscillator eigenstates ofĤo ,

ux im&5 (
n1¯nM

Cim
n1¯nMun1¯nM&. ~9!

Here the summation is performed over all possible comb
tions of quantum numbers associated with the individ
modes~M is the total number of modes in both setsg andu!.
In actual calculations, of course, one restricts the expan
@Eq. ~9!# by specifying a maximal level of excitation~in
terms of quantum numbersns! for each of the modesns .

Once the final energies levelsem and the corresponding
wave functionsux im& have been determined, the spect
02250
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function describing the excitation from the zero vibration
level ux00& of the electronic ground stateuF0& into the mani-
fold of vibronically interacting statesuF i& can be evaluated
according to the expression

P~E!5(
m

f oi~m!z^x00ux im& z2d~E2em!, ~10!

where f oi(m) indicates the oscillator strength for the sing
electronic state contributing to a given vibronic final statem.
Note that Eq.~10! applies only to the case where the cons
ered electronic states belong to different symmetry spec
In the case of noninteracting states@that is when alll i j

s in Eq.
~7! vanish# Eq. ~10! reduces to a superposition of vibration
progressions@16,20#

P~E!5(
i

f oi (
n1 . . . ,ng

u^0...0un1 ...ng&u2

3dS E2V i1(
sPg

vs~ais2ns! D . ~11!

Here each progression represents a spectrum for a sh
harmonic oscillator~described by a Poisson intensity distr
bution!, the Franck-Condon factors being given by

z^0 . . . 0un1 ...ng& z25)
sPg

~ais!
ns

ns!
e2ais, ~12!

whereais5(k i
s/vs)

2 is the so-called Poisson~or vibrational
strength! parameter. The spectral intensities according to
~10! can efficiently be evaluated without explicit exact d
agonalization of Hamiltonian matrix by using the Lancz
algorithm@21,16#, which allows one to obtain quite accura
spectral envelopes at moderate computational cost.

For the LVC calculations, one has to determine the mo
parametersV i , f oi , vs , k i

s , andl i j
s for the problem under

consideration. While the values ofV i and f oi can readily be
taken from ADC~2! or CI calculations, andvs can be ap-
proximated by the ground-state vibrational frequencies co
puted within one of the standardab initio schemes, the de
termination of coupling constantsk i

s andl i j
s is less standard

The intrastate coupling constantsk i
s associated with the to

tally symmetric modes can be obtained with the aid of
relation @16#

k i
s5

1

&
S ]V i~Q!

]Qs
D

Q0

, sPg ~13!

whereV i(Q) denotes the energy of thei th electronic transi-
tion at the nuclear configurationQ. In the present work the
derivatives were evaluated numerically. For this purpose
excitation energies were computed at the nuclear config
tionsQs85Q06Ds obtained by taking the step6Ds from Q0

along the dimensionless normal coordinateQs @22#. The lat-
ter quantities were derived from the Cartesian normal mo
4-3
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TABLE I. Ground-state bond lengths, angles, and vibrational frequencies of H2CO.

Parameter MP2a CCSDb Expt.c

Geometry
RCO ~Å! 1.2126 1.2049 1.2072
RCH ~Å! 1.0995 1.1005 1.1171

/H—C—H 116.64° 116.57° 116.23°
Vibrational frequencies~cm21!

n1(a1) Symmetric CH stretching 2973 2955 2783
n2(a1) CO stretching 1751 1808 1746
n3(a1) CH2 bending 1550 1557 1500
n4(b1) out-of-plane bending 1188 1194 1167
n5(b2) antisymmetric CH stretching 3050 3026 2843
n6(b2) CH2 rocking 1281 1289 1249

aTotal energy~basis A!: EHF52113.906 559 a.u.,EMP252114.280 221 a.u.
bTotal energy~basis B!: EHF52113.906 108 a.u.,ECCSD52114.286 945 a.u.
cReference@27#, as cited in Ref.@2#.
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computed together withvs . The interstate coupling con
stantsl i j

s can be obtained in a similar way using the relati
@16#

l i j
s 5

1

2Ds
~@V i~Qs8!2V j~Vs8!#22@V i

02V j
0#2!1/2, sPu

~14!

whereVm
0 5Vm(Q0). Alternatively, the constantsl i j

s can be
determined by fitting theQs dependence of the adiabat
excitation energy of the lower (i th) state derived from the
LVC model,

V i~Vs!5 1
2 $V i

01V j
02~@V i

02V j
0#218~l i j

s !2Qs
2!1/2%,

sPu ~15!

to the results of theab initio calculations. Here the vertica
excitation energyV j

0 of the upper (j th) state may be treate
as another variational parameter. We note that the above
pressions can easily be adapted to total CI energiesUi(Q),
sinceVi(Q)5Ui(Q)2U0(Q).

C. Basis sets

Three basis sets were used in the present study. The
A was constructed from the uncontracted (9s5p) and (4s)
Gaussian basis sets of Huzinaga@23# ~a scaled form of the
hydrogen basis fitting the Slater exponentz51.2 was
adopted!, by adding polarization functions from the corr
sponding cc-pVTZ ~correlation consistent–polarized va
lence double zeta! sets of Dunning@24# ~no f functions or
H-centeredd functions were included! and diffuse functions
on C ~zs50.02, zp50.04, zd50.06! and on O~zs50.04,
zp50.06,zd50.08!. The six-component Cartesian represe
tation of d functions has been used. The total number
molecular orbitals~MO! in basisA is 112. The same basi
using, however, the five-component spherical representa
of d functions is referred to as basisB (106 MO!. Finally,
basisC (132 MO! was obtained from basisA by adding the
02250
x-

sis

-
f
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diffuse functions zs50.003 35, 0.002 05;zp50.005 69,
0.003 48;zd50.008 08, 0.004 93@25# at the molecular cente
of mass.

D. Ground-state parameters

The equilibrium ground-state geometry and the cor
sponding vibrational frequenciesvs of H2CO were com-
puted using the second-order Møller-Plesset perturba
theory~MP2! with the basisA, as well as using the coupled
cluster singles and doubles~CCSD! method with basisB.
These calculations were performed with theGAUSSIAN pro-
gram package@26#. The results are shown in Table I togeth
with the experimental data@27#, as cited in Ref.@2#. The
MP2 and CCSD geometries are quite similar, showing m
ginal improvements at the CCSD level. Both sets of resu
agree well with the experimental data. The vibrational f
quencies are reproduced also very satisfactorily by the
culations, the MP2 results being somewhat closer to the
perimental data. TheMOLDEN software @28# was used for
visualization of the ground-state Hartree-Fock~HF! molecu-
lar orbitals~Sec. III B!.

E. The ADC„2… and MRCI calculations

The ADC~2!/CVS calculations were performed using b
sis C which, according to our previous experience@8,15#,
should be adequate to describe at least the first two mem
the of s, p, andd Rydberg series. The original ADC~2! code
@13# interfaced to theGAMESS program package@29# was
used throughout. In the C 1s calculations the O 1s MO was
kept frozen and vice versa.

Additional MRCI calculations were performed for th
three lowest C 1s excited states1B1(p* ), 1B2(2p-2h), and
1A1(3s). Here basisB was used. The MRCI expansion
were based on relaxed MO’s generated by a HF calcula
for the C 1s21 cationic state; they included all C 1s hole
configuration state functions~CSF! constructed as single an
double excitations with respect to a given reference set.
reference set included all CSF’s with absolute value of
expansion coefficient>0.04 and its weight in the final MRC
4-4
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TABLE II. Adiabatic V0-0 and verticalVv excitation energies~eV!, absolute oscillator strengths~f!, and
intrastate vibronic coupling constantsks ~eV! for singlet C 1s transitions of H2CO. Vertical triplet~S51!
excitation energies are given in the last column.

Transition
C 1s→

Expt.a

V0-0

This work, ADC~2!

V0-0 Vv f k1 k2 k3 Vv (S51)

p* (B1) 285.59 285.18 285.64 0.0563 0.306 20.204 0.050 284.69
2p-2h (B2) 290.09 292.06 131025 0.352 20.569 0.165 292.06
3s-a1 290.18 290.19 290.23 0.0064 0.055 0.040 20.071 289.71
3p-b2 291.25 291.17 291.25 0.0176 0.100 0.021 20.100 290.86
3p-a1 291.21 291.30 0.0001 0.180 0.030 20.011 291.29
3p-b1 291.73 291.56 291.71 0.0074 0.190 0.045 20.087 291.55
4s-a1 292.22 292.14 292.32 0.0021 0.051 20.021 20.182 292.19
3d-a1 292.57 292.71 ,0.0001 0.187 0.036 20.088 292.72

3d̃-a1
292.61 292.74 0.0001 0.183 0.040 20.073 292.74

3d-a2 292.63 292.77 0.181 0.034 20.097 292.77
3d-b2 292.76 292.69 292.79 0.0041 0.158 0.025 20.073 292.69
3d-b1 292.74 292.88 ,0.0001 0.186 0.036 20.086 292.88
4p-b2 292.98 292.77 292.90 0.0020 0.173 0.037 20.094 292.88
4p-a1 292.80 292.93 0.0001 0.185 0.030 20.077 292.92
4p-b1 293.09 292.87 293.01 0.0026 0.185 0.039 20.087 292.95
5s-a1 293.04 293.18 0.0007 0.136 0.012 20.128 293.15
4d-a1 293.23 293.37 ,0.0001 0.187 0.036 20.088 293.37
4d-a2 293.26 293.40 0.182 0.034 20.093 293.40

4d̃-a1
293.27 293.40 ,0.0001 0.183 0.037 20.080 293.39

4d-b2 293.56 293.30 293.41 0.0022 0.167 0.035 20.077 293.37
4d-b1 293.33 293.47 0.0001 0.185 0.035 20.086 293.47
5p-b2 293.35 293.49 0.0012 0.177 0.037 20.093 293.48
5p-a1 293.38 293.51 0.0001 0.184 0.032 20.080 293.50
5p-b1 293.46 293.42 293.56 0.0022 0.185 0.040 20.088 293.52

aReference@2#.
so
ed

o
-

wave functions was about 0.9. The multireference David
correction was included to account for the effect of unlink
terms in the CI expansion. The O 1s orbital and the four
highest virtual MO’s were frozen in these calculations. F
the MRCI calculations the direct CI@30# program of the
GAMESS-UK package@31# was used.
.
-
n

e

02250
n

r

III. ELECTRONIC TRANSITIONS
AND VIBRATIONAL EXCITATION

A. Core-to-valence transitions

The X̃ 1A1 ground-state electronic configuration of form
aldehyde is
1a1~O 1s!22a1~C 1s!23a1
24a1

21b2
25a1

21b1~p!22b2~n!2
¯b1~p* !0,
ran-

c-

e
the
-

where the highest occupied MO’s 2b2 and 1b1 correspond to
the oxygen lone-pair~n! and to thep orbital, respectively.
The unoccupied antibondingp* (b1) orbital becomes
populated in the transitions C 1s→p* (1B1) and O 1s
→p* (1B1) leading to the most prominent features~also re-
ferred to asp* resonances! in theK-shell absorption spectra
The excitation of C 1s and O 1s electrons to higher unoc
cupied MO’s give rise to series of Rydberg transitions co
verging to the respective ionization limits.

In Tables II and III the results of our calculation for th
-

vertical and adiabaticK-shell transitions of H2CO are shown
together with the experimental data of Remmerset al. @2#.
Here the adiabatic transition energies correspond to 0-0 t
sitions. At this stage the Poisson intensity distribution~PID!
model @Eq. ~11!# was used to simulate the vibrational stru
ture of the electronic bands. The coupling parametersk i

s

~also shown in Tables II and III! were calculated according
to Eq.~13! using ADC~2! vertical excitation energies and th
ground-state normal coordinates at the MP2 level. Also
vibrational frequenciesvs were taken from the MP2 treat
4-5
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TABLE III. Adiabatic V0-0 and verticalVv excitation energies~eV!, absolute oscillator strengths (f ), and
intrastate vibronic coupling constantsks ~eV! for singlet O 1s transitions of H2CO. Vertical triplet
(S51) excitation energies are given in the last column.

Transition
O 1s→

Expt.a

V0-0

This work, ADC~2!

V0-0 Vv 10f k1 k2 k3 Vv (S51)

p* (B1) 530.82 528.95 529.54 0.4132 0.106 20.344 0.054 528.99
3s-a1 535.43 533.81 533.96 0.0054 0.023 20.168 20.060 533.93
3p-a1 536.34 534.62 534.74 0.0079 0.025 20.155 0.036 534.52
3p-b2 534.78 534.94 ,0.0001 0.036 20.165 20.074 534.95
3p-b1 535.03 535.15 0.0009 0.065 20.146 20.054 535.16
4s-a1 535.62 535.86 0.0003 0.002 20.194 20.113 535.86
3d-a1 535.88 535.99 0.0078 0.044 20.148 20.040 535.96
3d-a2 535.98 536.12 0.062 20.157 20.058 536.12

3d̃-a1
535.99 536.12 0.0052 0.064 20.154 20.046 536.11

3d-b2 537.78 536.03 536.16 0.0122 0.052 20.153 20.047 536.13
3d-b1 536.07 536.20 0.0060 0.064 20.151 20.049 536.19
4p-a1 536.15 536.28 0.0011 0.059 20.158 20.035 536.23
4p-b2 536.18 536.32 0.0001 0.054 20.156 20.058 536.32
4p-b1 536.25 536.38 0.0005 0.064 20.150 20.052 536.39
5s-a1 536.41 536.60 ,0.0001 0.028 20.179 20.088 536.60
4d-a1 536.55 536.68 0.0040 0.061 20.151 20.045 536.66
4d-a2 536.60 536.74 0.062 20.156 20.055 536.74

4d̃-a1
536.62 536.75 0.0033 0.064 20.154 20.047 536.75

4d-b2 538.46 536.64 536.77 0.0083 0.055 20.154 20.047 536.76
4d-b1 536.67 536.80 0.0040 0.064 20.153 20.050 536.80
5p-a1 536.72 536.85 0.0006 0.060 20.157 20.042 536.83
5p-b2 536.74 536.88 0.0005 0.057 20.154 20.058 536.88
5p-b1 536.80 536.93 0.0010 0.064 20.148 20.054 536.94

aReference@2#.
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ment ~Table I!. In Figs. 1 and 2 the resulting theoretic
photoabsorption profiles are shown together with the exp
mental spectra@2#. The theoretical spectral envelopes we
obtained by convoluting the spectral functions@Eq. ~11!#
with Lorentzians of 0.14 and 0.20 eV full width at half max
mum ~FWHM!, respectively, in order to reproduce the ave
age natural linewidth of the C 1s and O 1s excitations.

Concerning the absolute accuracy of our results, we n
that a relativistic correction of 0.1 and 0.4 eV has to be ad
to the calculated excitation energies@32#. This improves the
agreement between theory and experiment: in the C 1s and
O 1s case the mean deviation reduces to 0.04 and 1.36
respectively, while the maximal deviation is 0.31 and 1.
eV, respectively. As discussed in Refs.@14,15,3#, the larger
discrepancies in the O 1s case reflect the larger relaxatio
energy of the O 1s core hole states, not fully accounted f
by the present second-order treatment. The relaxation en
error of ourK-shell calculations leads essentially to a u
form shift of the excitation energies, being characteristic
the respective core hole@15#. This means that irrespective o
the absolute accuracy the relative ADC~2! energies give a
good description of the experimental data. Accordingly,
theoretical spectra in Figs. 1 and 2 have been aligned to
experimental spectra. The comparison of the present re
with the ADC~2! calculations of Ref.@3# shows discrepancie
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FIG. 1. Theoretical and experimental@2# C 1s photoabsorption
spectra of H2CO. The experimental C 1s Rydberg spectrum~above
290 eV! has been magnified by a factor close to 3. The lower pa
shows in addition to the total theoretical spectrum also the con
butions of the individual electronic transitions. The theoretic
curves have been generated by convoluting the bar spectra
Lorentzians of 0.14 eV~total curve! and 0.12 eV~individual con-
tribution! FWHM, respectively.
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of 0.4 and 0.5 eV for the C 1s and O 1s excitations, respec
tively. Apart from basis-set differences the previous resu
were affected by a bug in the old computer code concern
the diagonal secular matrix elements of certain double e
tations. A better agreement is found for the oscilla
strengths. The presentf values 0.0563 and 0.0413 for th
C 1s and O 1s→p* resonances, respectively, differ on
slightly from thef values 0.0551 and 0.0402 of Ref.@3#. The
theoretical C 1s photoabsorption profile in Fig. 1 reproduce
qualitatively correctly all major features due to electron
and vibrational transitions of the experimental C 1s spectrum
@2#. Here, not only the relative positions, but also the inte
sities of the peaks are seen to be in a good qualitative ag
ment with the measurements. The prominent C 1s→p*
band centered at about 286 eV of the C 1s spectrum@2# is
formed mainly by the excitation of then1 andn2 modes, for
which large coupling constantsk i

s have been found. This
supports the conclusions of Remmerset al. @2# about the
importance of these two modes for the C 1s→p* (1B1) tran-
sition. A more detailed discussion of the fine structure of
p* -resonance band based on the results of our vibronic c
pling calculations is given in Sec. IV.

In contrast to thep* excitation in the C 1s spectrum, the
O 1s→p* (1B1) transition does not show resolved vibr
tional structure. This is somewhat puzzling as our PID res
here predict a well-structured spectral envelope. With
experimental resolution of 0.15 eV achieved in Ref.@2# this
structure should be observable in the spectrum and its
sence is consequently due to effects not accounted for by
present model. One possible cause is a strong reductio
the final-state vibrational frequencies with respect to thos
the ground and the C 1s excited states, as was observed

FIG. 2. Theoretical and experimental@2# O 1s photoabsorption
spectra of H2CO. The experimental and theoretical O 1s Rydberg
spectra~above 533 eV! have been magnified by a factor close to
The lower panel shows in addition to the total theoretical spect
also the contributions of the individual electronic transitions. T
theoretical curves have been generated by convoluting the bar s
tra with Lorentzians of 0.20 eV~total curve! and 0.18 eV~indi-
vidual contribution! FWHM, respectively.
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the similar case of CO@6,15#. Alternatively, a dissociation
process may take place after vertical excitation to
1B1(O 1s→p* ) state. Also the excitation of many nonto
tally symmetric modes as a result of vibronic interaction w
higher excited states would obliterate resolvable structur
possibility that cannot be excluded.

In spite of its low dipole oscillator strength (131025), a
truly remarkable feature in the C 1s spectrum of H2CO
is the presence of the low-lying double excitation C 1s,n
→p* 2(1B2), which according to the MRCI estimates o
Ref. @3# should be expected at 288.9 eV. In the ADC~2! treat-
ment the energy of this transition is grossly overestima
~292.06 eV! due to the inherently poorer description of th
double excitations, and one has to refer to the more accu
MRCI result~288.5 eV, according to the present calculation!
here. The C 1s,n→p* 2 transition will be discussed furthe
in Sec. IV in the context of our vibronic coupling study o
the low-energy part of the C 1s excitation spectrum.

B. Core-to-Rydberg transitions

The Rydberg states are typically viewed as hydrogenicnl
states split by the molecular field, which in the case of H2CO
~C2n point group! gives rise to the manifold ofnlg states
listed in Table IV~here the indexg denotes the irreducible
representation of the orbital!. The vertical excitation energie
Vnlg are usually well described by a Rydberg formula

Vnlg5I 2R~n2d lg!22, ~16!

whereI denotes the vertical ionization energy,R is the Ryd-
berg constant,n is the principal quantum number, andd lg is
the quantum defect of thelg series. Equation~16! normally
holds to a good approximation for all members of the sa
lg series and thus can be used for the verification of ass
ments. In Table V we present the results of an optimizat
procedure by which Eq.~16! was fitted to the vertical
ADC~2! excitation energies based on the assignments
Tables II and III. The fitted C 1s and O 1s ionization ener-
gies~common for all Rydberg series! are 294.22 and 537.57
eV, respectively, which should be compared to the exp
mental values 294.35 and 539.30 eV@2#. The observed dif-
ferences of 0.13 and 1.73 eV are consistent with the ave
differences between the present adiabatic excitation ener
and the experimental data of Remmerset al. @2# ~0.14 and
1.76 eV, respectively!. The resulting quantum defects a
within their typical experimental limits~1.1<ds<1.2, 0.6
<dp<0.9, 20.2<dd<0.1!. The accuracy of the present fi

m

ec-

TABLE IV. Origination of the lowest Rydberg series in core
excited H2CO: splitting of atomics, p, andd orbitals in the molecu-
lar field.

Atom Molecule (C2v point group!

A1 B1 B2 A2

s ns-a1

p np-a1 np-b1 np-b2

d nd-a1 , nd̃-a1
nd-b1 nd-b2 nd-a2
4-7
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~with mean square deviations of 0.06 and 0.04 eV for the
1s and O 1s excitations, respectively! could not be improved
by using other trials for arranging the ADC~2! results into
Rydberg series~e.g., by interchanging thend and (n11)p
members of a series within the same symmetry speciesg!.

The maximal splittingDnl of the nl manifolds decrease
for highern ~Dnp50.46, 0.11, and 0.07 eV forn53, 4, and
5 andDnd50.17 and 0.10 eV forn53 and 4!. Along with
this trend, the intensity of the dipole-allowed transitio
drops asn increases. In most cases the triplet states lie so
what below the corresponding singlet states or they e
coincide with the singlets. The present calculations sho
describe theK-shell Rydberg excitations in H2CO reliably up
to ~at least! n54. This is a distinct improvement over th
previous ADC~2! results of Ref.@3# suffering from the lack
of diffuse d functions in the AO basis. The same deficien
affects the theoretical studies reported in Refs.@4,5#, al-
though in principle the methods used should obtain a be
absolute accuracy than the present ADC~2! approach.

1. C 1s excitation spectrum

As seen in Fig. 1 the largest contribution to the Cs
Rydberg spectrum arises from members of thens-a1 ,
ns-b2 , np-b1 , andnd-b2 Rydberg series. This is consiste
with the assignment of Remmerset al. @2#, who could not
specify, however, the actual symmetry of the dominantnd
excitations. In agreement with previous assignments@1–5#,
we find that the prominent features at 290.18, 291.25,
291.73 eV correspond to the 0-0 lines of the 3s-a1 , 3p-b2 ,
and 3p-b1 Rydberg transitions, respectively. The structu
accompanying these bands at the high-energy side is du
vibrational excitation: The poorly resolved high-ener
shoulders of the 3s-a1 band can be interpreted as the 30

1 and
10

1 excitations, while the maxima seen just after the 3p-b2

and 3p-b1 peaks can be identified as the 30
1 vibrational side-

bands.
The assignment of the smaller spectral features is m

difficult because of the presence of weaker dipole-allow
transitions not shown in Fig. 1, but listed in Table II. The 0
lines of such transitions compete in intensity with the vib
tional sidebands of the stronger transitions located nea

TABLE V. Quantum defects of various Rydberg series of co
excited H2CO obtained by fitting the Rydberg formula to th
ADC~2! vertical excitation energies

Series C 1sa O 1sb

ns-a1 1.17 1.07
np-a1 0.83 0.80
np-b1 0.67 0.62
np-b2 0.85 0.72
nd-a1 0.0 0.07
nd-b1 20.19 20.16
nd-b2 20.08 20.08

nd̃-a1
20.03 20.06

nd-a2 20.06 20.05

aFitted ionization energy:I 5294.22 eV.
bFitted ionization energy:I 5537.57 eV.
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An example is the 3p-a1 transition, which may contribute to
a small maximum at 291.4 eV and to a shoulder at 291.6
between the 3p-b2 and 3p-b1 peaks in the spectrum@2#.
Alternatively, as seen from the theoretical spectral profi
these features can as well be interpreted as a vibrati
structure of the 3p-b2 transition. At higher energy we ca
confirm only the assignment of the well-separated struct
around 292.22 eV@2# as being due to the 4s-a1 transition.
According to our results the features at 292.76 and 292
eV are composite structures arising from vibrational progr
sions of several 3d and 4p transitions. In a similar way, the
feature at 293.5 eV@2# combines contributions from variou
4d and 5p transitions.

As can be seen from the intrastate coupling constants
the vibrational frequencies, the vibrational excitation patte
of most C 1s Rydberg transitions are quite similar. Then1
and n2 modes~symmetric CH and CO stretching, respe
tively! are predicted to be the most active ones, while then3
mode~H—C—H symmetric bending! is expected to be only
weakly excited.

2. O 1s excitation spectrum

The O 1s photoabsorption spectrum~Fig. 2! differs mark-
edly from the C 1s spectrum@1,2#. Besides the increase
linewidth and the lack of resolved vibrational structure o
finds in comparison to the C 1s case an extensive redistribu
tion of intensity between the spectral features. The latter
fect is most pronounced for the three lowest Rydberg ba
at 535.43, 536.34, and 537.78 eV, assigned in Ref.@2# to the
3s, 3p, and 4p transitions, respectively. While in the C 1s
spectrum the 3p transitions are clearly dominating, their tot
intensity in the O 1s case drops to that of the 3s peak. The
peak attributed to the 4p transition, on the other hand, i
seemingly the strongest feature in the O 1s Rydberg mani-
fold. The apparent increase of intensity contradicts the us
n23 behavior ofnp Rydberg intensities, and, thus, one m
suspect that besides the 4p transition other important contri
butions must be present in the 537.78 eV peak of the Os
spectrum@2#. According to our ADC~2! results this is indeed
the case: the main intensity contributions in this energy
gion arise from dipole-allowed 3d Rydberg transitions
(3d-a1 , 3d̃-a1 , 3d-b1 , and 3d-b2!. As can be seen in Table
III, the oscillator strengths of these transitions are mu
larger than those of the 4p-a1 , 4p-b1 , and 4p-b2 transi-
tions. For the next higher peak in the O 1s spectrum we find
the same situation for the 5p and 4d transitions. The com-
parison of the absolute oscillator strengths in Tables II a
III shows that the intensity of the 3d transitions in the O 1s
spectrum is of the same order of magnitude as in the Cs
spectrum, but the intensity of thenp-b2 andnp-b1 series is
substantially smaller. The suppression of thenp transitions
increases the relative importance of the other O 1s transi-
tions, so that the spectral O 1s profile differs profoundly
from the C 1s spectrum. A similar effect can be observed
the np-p Rydberg transitions in the O 1s photoabsorption
spectrum of CO@6,15#.

To a certain extent the differences between the C 1s and
O 1s transition strengths reflect the localization properties

-
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the unoccupied~virtual! orbitals. For example, thep* orbital
is biased towards the carbon site and accordingly the ma
tude of the C 1s→p* dipole transition moment should b
larger than that of the O 1s→p* transition. This is indeed
confirmed by our calculations yielding absolutef values of
0.0563 and 0.0413 for the C 1s→p* and O 1s→p* transi-
tion, respectively. Apparently, localization features are fou
as well for certain low-lying Rydberg states in H2CO ~and
CO @15#!. According to an analysis of the final-state wa
functions thenp Rydberg states are predominantly localiz
on the CH bond. Thend orbitals, on the other hand, show
more typical Rydberg orbital behavior, that is, they are m
uniformly spread over the entire molecule. This expla
why the intensity of O 1s–np transitions is smaller than tha
of the O 1s–nd transitions. The origin of the ‘‘partial local
ization’’ of the np-type orbitals in H2 CO ~and CO! is not
fully established. In principle, localization of Rydberg orb
als can be ‘‘modulated’’ by admixtures of valencep* or s*
character. In particular,s* character seems to be present
the np-b2 orbitals, leading to a bias towards the CH bon
By contrast to the situation for thenp orbitals, the hydro-
genic character of thend Rydberg orbitals is not affected b
valence orbital admixtures.

The first Rydberg transition in the experimental Os
spectrum@2# at 535.43 eV can unambiguously be assigned
the 3s-a1 excitation@1–5#. According to our results the nex
spectral maximum at 536.34 eV@2#, generically designated
by Remmerset al. @2# as ‘‘3p, ’’ originates mainly from the
3p-a1 transition, while in contrast to the C 1s spectrum the
3p-b1 and 3p-b2 transitions do not play a notable role her
The complex structure at 537.78 eV@2# is due to various
dipole allowed 3d transitions, whereas the 4p contributions
are not negligible but rather weak. Thus the assignm
‘‘4 p’ ’ given to this feature by Remmerset al. @2# is not
correct and should be replaced by ‘‘3d’’ or by ‘‘3 d@4p. ’’ In
addition, there are small 4s-a1 and 5s-a1 contributions here.
In a similar way, the assignment of the next higher peak
538.46 eV@2# should be changed from ‘‘5p’’ @2# to ‘‘4 d’’ or
to ‘‘4 d@5p. ’’

Although the vibrational fine structure could not be r
solved in the experiment, it is interesting to note that
vibrational excitation pattern predicted for the O 1s Rydberg
states differs distinctly from that of the C 1s case. Here the
n2 ~CO bond stretching! is expected to be the most activ
one, while the modesn1 andn3 should be less excited.

C. Conformation changes in the C 1s and O 1s excited states

The coupling constantsk i
s for the totally symmetric

modes, shown in Tables II and III, allow for a qualitativ
survey of the excited state conformations. According to
~13!, a positive~negative! k i

s value indicates a decrease~in-
crease! of the corresponding bond length or angle~with re-
spect to the ground state!. For the C 1s ~and O 1s! excited
1B1(p* ) state there is a distinct increase of the CO bo
length (k2,0), reflecting the effect of populating the ant
bonding p* orbital. Both the CH bond length and th
H—C—H angle decrease as the corresponding coupling c
stantsk1 and k3 , respectively, are positive. This confirm
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the results of Remmerset al. @2#, but disagrees with our pre
vious ROHF ~restricted Hartree-Fock! calculations @11#
in the case of the H—C—H angle. Similar changes
of the nuclear conformation are predicted for the C 1s,n
→p* 2(1B2) transition, here being fully consistent with ou
ROHF results@11#.

As mentioned before, the 1s Rydberg excitations show
essentially the same conformation changes as the ionics
hole states. For the C 1s case, we find a decrease of the C
and CO bonds~k1.0 and k2.0!, while the H—C—H
angle increases (k3,0). This is consistent with the predic
tions of our ROHF calculations for the1A1(C 1s→3s-a1)
state@11# and also confirms the guess of Remmerset al. @2#.
For O 1s ionization ~and Rydberg excitation! the CO bond
length increases (k2,0), whereas the CH bond length an
the H—C—H angle behave as in the case of C 1s ionization.

The decrease (k,0) or increase (k.0) of the 1s ioniza-
tion energy as the function of a bond length can be und
stood essentially as being the result of an electrost
screening or antiscreening effect caused by the respec
bond-length alternation. For example, the stretching of
CH bond removes charge from the C atom~antiscreening!,
leading thus to an increase of the C 1s ionization energy.
Concerning the CO bond length, we find antiscreening
the C atom and screening for the O atom upon elongat
This can be understood by recalling that in the H2CO ground
state there is a correlation-induced charge transfer from o
gen to carbon~via partial population of the carbon-centere
p* orbital and depopulation of the oxygen-centeredp or-
bital!. As the CO bond increases, oxygen takes electro
charge back from carbon thus causing the observed scree
and antiscreening effects for the O 1s and C 1s ionization,
respectively.

IV. VIBRONIC COUPLING EFFECTS IN THE LOWEST
C 1s EXCITATIONS

The important role of vibronic coupling effects for th
lowest C 1s excited states1B1(p* ), 1B2(2p-2h), and
1A1(3s) of H2CO is indicated by the presence of doub
wells in the 1B1(p* ) and 1B2(2p-2h) potential-energy sur-
faces with respect to the out-of-plane bending coordinaten4
@11#. While H2CO is predicted to be distinctly nonplanar
the 1B2(2p-2h) state~the out-of-plane angle is 59.7°, th
stabilization energy is 0.344 eV!, the 1B1(p* ) state can be
characterized as being only quasiplanar, as the stabiliza
energy amounts only to 0.006 eV~at the MRCI level!, so that
the lowest vibrational level lies above the inversion barri
The minimum of the1B1(p* ) PES corresponds to an ou
of-plane angle of 22.8°@11#.

The vibronic coupling model considered in the followin
comprises the four lowest electronic states. The possible c
pling modes are restricted by obvious symmetry select
rules. Interaction via then4(b1) mode is possible be
tween the1B1(p* ) and 1A1(3s) states (B1^ b1^ A1.A1)
and between the 1B2(2p-2h) and 1A2(3d) states
(B2^ b1^ A2.A1). In addition, there can be coupling of th
1B2(2p-2h) and 1A1(3s) states via theb2 modesn5 or
n6 (B2^ b2^ A1.A1).
4-9
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A. Determination of the LVC model parameters

For a more accurate and consistent treatment of
1B1(C 1s→p* ) and 1A1(C 1s→3s) singly excited states
and the1B2(C 1s,n→p* 2) double excitation, both the cou
pling constants~Tables VI and VII! and the transition ener
gies ~Table VIII! were deduced from MRCI results. Th
ground-state equilibrium geometry, the normal coordina
and the vibrational frequencies were taken from a CC
treatment of the H2CO ground state~Table I!. For the
1A2(3d) state, representing the upper electronic state in
model, the intrastate coupling constants were taken from
ADC~2! calculations while the interstate coupling consta
corresponding to the interaction with the1B2(2p-2h) state
was extracted from the1B2(2p-2h) PES according to Eq
~15!.

For thek i
s constants of the1B1(p* ) state the MRCI val-

ues agree very well with the ADC~2! results in Table II.
Good agreement between the two methods is also see
the k1 constants associated with the1B2(2p-2h) and
1A1(3s) states. However, thek2 and k3 values for these
states derived from the MRCI treatment are systematic
smaller than the corresponding ADC~2! results. A similar ob-
servation can be made for the1B1(p* )-1A2(3d) interstate
coupling constant. For the other interstate coupling const
l i j

s no ADC~2! values were generated because of the p
ADC~2! description of the1B2(2p-2h) state. Among the
two b2 modes, only then5 mode proved to be sufficiently
active with respect to coupling of the1B2(2p-2h) and
1A1(3s) states, and thus was included in the present mo

The magnitude of the interstate coupling constants for
states1B1(p* )-1A1(3s) and 1B2(2p-2h)-1A2(3d) ~0.171
and 0.393, respectively! seems to suggest a relatively stro
coupling of the respective PES. Nevertheless, the adiab
energy surfaces of the1B1(p* ) and 1B2(2p-2h) states re-
sulting from these coupling parameters~see Ref.@16#! do not
show the expected double minima. This suggests that
some reason the interstate coupling constants derived in
usual way using Eqs.~14! and~15! are too small. To improve

TABLE VI. Intrastate vibronic coupling constantsks ~eV! for
the lowest singlet C 1s excited states of H2CO obtained at the
MRCI level.

State n1 n2 n3

B1(p* ) 0.292 20.205 0.055
B2 (2p-2h) 0.338 20.451 0.106
A1(3s-a1) 0.058 0.010 20.037

TABLE VII. Interstate vibronic coupling constantsls ~eV! for
the lowest singlet C 1s excited states of H2CO obtained at the
MRCI level, the ADC~2! level, and by a fitting procedure.

Interacting states Mode MRCI ADC~2! Fit

B1(p* ) A1(3s-a1) n4 (b1) 0.171 0.218 0.441
B2(2p-2h) A2(3d-a2) n4 (b1) 0.393a 0.651
B2(2p-2h) A1(3s-a1) n6 (b2) 0.053

aExtracted from the lower surface according to Eq.~15!.
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the LVC model, an adjustment of the parameters to the ac
physical situation is recommended here. To this end, a sim
fitting procedure was performed, in which thel i j

s values
were chosen in such a way that the MRCI stabilization
ergies for the1B1(p* ) and 1B2(2p-2h) states at the ROHF
stationary points@11# were reproduced. As seen in Table VI
the fittedl i j

s values~0.441 and 0.651, respectively! are sub-
stantially larger than the original MRCI values.

In Table IX we compare the geometrical parameters
the 1B1(p* ) and 1B2(2p-2h) states resulting from the ad
justed LVC model with those from the full ROHF geomet
optimization procedure@11#. For both states the stabilizatio
energies and the out-of-plane angle are rather accuratel
produced by the LVC model. The LVC results for the r
maining parameters are less satisfactory, though the gen
trend of changes with respect to the ground state is re
duced correctly. The only exception is the CH bond length
the 1B2(2p-2h) state, for which the present LVC mode
leads to an elongation instead of the expected contract
This may be a consequence of the fact that the CO stretc
moden2 contains admixtures of CH stretching. The choi
of a relatively large coupling constant for then2 mode in
order to reproduce the large CO bond elongation found at
ROHF level introduces also an increase of the CH bo
length. The present MRCI energies of the1B1(p* ),
1B2(2p-2h), and 1A1(3s) states differ by up to 0.4 eV from
those reported in Ref.@11#. These discrepancies are due
different ground-state equilibrium conformations used in t
work ~CCSD level! and in the previous study~ROHF level!.
It should be noted that the adiabatic transition energies gi
here are the energies of the 0-0 transitions of the LVC mo
whereas in Ref.@11# they were obtained from MRCI calcu
lations at the ROHF final-state geometries.

B. LVC model computations

The vibronic spectra were computed using the mo
Hamiltonian@Eq. ~7!# comprising the four lowest electroni
states,1B1(p* ), 1B2(2p-2h), 1A1(3s), and 1A2(3d), the
three totally symmetric (a1) modes (n1-n3), and two nonto-
tally symmetric modes,n4(b1) andn5(b2). The vibrational
frequencies were taken from CCSD ground-state calc
tions. The choice of the intrastate and interstate coup
constants was as described in the preceding section.

TABLE VIII. Vertical Vv and adiabaticV0-0 transition energies
for the lowest C 1s excited singlet states of H2CO at the MRCI
level, the minimal energies of conical intersectionEint , of the cor-
responding PES, and the energy gapDupp ~eV! between the inter-
section point and the adiabatic minimum of the upper surface.

State Transition energy~eV! Eint (Dupp)
a ~eV!

Vv V0-0 A1 (3s-a1) A2 (3d-a2)

B1(p* ) 286.24 285.80 301.07~10.72!
B2(2p-2h) 288.50 286.69 290.81~0.47! 294.77~2.14!
A1(3s-a1) 290.36 290.34

aDerived from the present LVC model.
4-10
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TABLE IX. Structural parameters~bond lengths and angles! and stabilization energyEs with respect to
the planar~local maximum! configuration of H2CO in the1B1~p* ! and 1B2(2p-2h) C 1s excited states. The
results are of a ROHF full geometry optimization@11# and of the present LVC model.

State Method RCO ~Å! RCH ~Å! /H—C—H fa Es ~eV!

1B1~p* ! ROHF 1.297 1.010 119.4° 22.8° 0.006b

LVC 1.280 1.032 116.6° 22.2° 0.005
1B2(2p-2h) ROHF 1.390 1.015 107.8° 59.7° 0.344b

LVC 1.371 1.179 100.6° 60.2° 0.341

aAngle between the bisector of the H2C plane and the axis of the CO bond.
bMRCI calculation including Davidson correction performed for the optimal geometries found at the R
level @11#.
ied
r-
e

t
te
,
th
s
nd

il
ta
8

th

c
eo
di
o
to

n-
.1
e

ion
g

ri
o

D
ks
vi

n
e
tw

ri-

t to
i-
of
ent

m

It is interesting to inspect the conical intersections impl
by the present LVC model. In Table VIII the minimal ene
gies of the occurring conical intersections are listed. Ther
an intersection of the1B2(2p-2h) and 1A1(3s) PES lying
only 0.47 eV above the minimum of the1A1(3s) surface.
Thus, strong nonadiabatic effects can be expected in
1A1(3s) excitation at energies close to and above this in
section. The1B1(p* ) and 1A1(3s) PES, on the other hand
intersect at very high energy, namely at 10.7 eV above
minimum of the1A1(3s) state. Clearly, this intersection ha
no significance for the nuclear dynamics in the correspo
ing transitions.

A basis-set representation of the vibronic model Ham
tonian was constructed using products of ground-s
harmonic-oscillator states extending through 15, 50, 10,
and 30 quanta of the normal modesn1–n5 , respectively. The
computation of the vibronic spectrum, separately for
symmetry blocksA1 , B1 , and B2 ~each of dimension
10 800 000!, was accomplished by performing 30 000 Lan
zos iterations. After the diagonalization step the total th
retical photoabsorption spectrum was constructed accor
to Eq. ~10! as the superposition of the individual spectra
the three vibronic symmetries. The electronic oscilla
strengths for this step were taken from the ADC~2! calcula-
tions ~Table II!. For comparison with experiment, the co
structed spectra were convoluted with Lorentzians of 0
eV FWHM. The general multistate vibronic coupling cod
written by two of us was used in these computations@33#.

The resulting spectrum for the first two photoabsorpt
bands is shown in Fig. 3 in comparison with the recordin
of Remmerset al. @2#. For the1B1(p* ) and 1A1(3s) bands,
a more detailed comparison of the LVC, PID, and expe
mental results are presented in Figs. 4 and 5. Figure 6 sh
the LVC and PID results for the C 1s,n→p* 2(1B2) transi-
tion.

C. The C 1s\p* „1B1… band

The main features of the C 1s→p* (1B1) photoabsorp-
tion band@Fig. 4~a!# are well reproduced already at the PI
level @Fig. 4~b!#, although the experimental spectrum loo
somewhat more diffuse. As mentioned in Sec. III A, the
brational pattern here is dominated by excitations of then2
andn1 modes. As seen from the comparison of the PID a
the experimental results, all major features in the experim
tal spectrum can be explained by the excitations of these
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modes, in agreement with the conclusions of Remmerset al.
@2#. More specifically, the first four peaks resolved in expe
ment can be attributed to 0-0, 20

1, 10
1120

1, 10
1 20

1 transitions,
respectively. There are small discrepancies with respec
the intensity distribution, in particular the intensity max
mum of the PID is seen to be shifted to a lower member
the vibrational progression. This indicates that the pres
intrastate coupling constantsk1 andk2 might be underesti-
mated. Moreover, the experimental frequency of then2 mode
@2# is by factor of 1.4 smaller than then2 frequency in the

FIG. 3. C 1s photoabsorption below 291 eV.~a! Experiment
@2#. ~b! Theoretical vibronic coupling spectrum obtained fro
MRCI excitation energies and vibronic coupling constants~Tables
VI and VII!.
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electronic ground state used in the PID spectrum, wh
gives rise to some disagreement with respect to the spa
of the vibrational peaks.

Turning to the results of our LVC calculations in Fig. 4~c!,
one immediately sees that density of states in the vibro
spectrum is distinctly increased compared to the PID sp
trum. This leads to a somewhat broadened spectral enve
and to less symmetric shapes of the individual peaks. In
dition to the pattern formed by the strongn2 and n1 vibra-
tions there appear many weak lines, some of them alread
quite low excitation energy. These new lines are clearly
lated to the excitation of the out-of-plane bending moden4 ,
a finding consistent with the double minimum on t
1B1(p* ) PES. According to the present results, the f
quency of then4 mode in the1B1(p* ) state is reduced to
about 712 cm21 with respect to the ground-state value
1167 cm21 @2#.

The presence of then4 excitations in the low-energy re
gion of thep* band can explain the puzzling alternation
the spectral shape upon deuteration observed by Rem
et al. @2#. According to the Franck-Condon analysis of the
authors, an isotopic effect should not be expected here, s
this spectral region is dominated by the excitation of the

FIG. 4. C 1s→p* (1B1) photoabsorption band.~a! Experimen-
tal spectrum@2#. ~b! Theoretical curve at the Poisson intensity d
tribution level.~c! Result of the multistate vibronic coupling mod
~Sec. IV!.
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stretching moden2 . Our LVC calculations, however, show
clearly that the spectral part below 286 eV contains subs
tial contributions of excitations of the out-of-plane bendi
mode n4 ~note the strongn4 line between the 0-0 and 20

1

lines in Fig. 4~c!.
Since the frequency of then4 mode changes considerab

upon deuteration~from 1167 to 938 cm21 in the electronic
ground state! @2#, our results imply that indeed an isotop
effect must be expected in the low-energy part of thep*
band.

D. The C 1s\3s-a1„
1A1… band

The experimental C 1s→3s-a1(1A1) band is a broad
hump with a shoulder on the high-energy side, showing
sign of resolved vibrational structure@Fig. 5~a!#. The experi-
mental width of this band~0.24 eV! @2# is much larger than
the average linewidth of the C 1s excitations~0.12–0.16
eV!. There is a pronounced isotopic effect upon deuterat
@2#, resulting in a smaller width and a positive energy shift
the maximum. Since the 3s-a1 band is believed to be mainly
due to the 0-0 transition@2#, the observed irregularities can
not readily be explained. The suggestion made in Ref.@2#

FIG. 5. C 1s→3s(1A1) photoabsorption band.~a! Experimental
spectrum@2#. ~b! Theoretical curve at the Poisson intensity dist
bution level.~c! Result of the multistate vibronic coupling mode
~Sec. IV!.
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THEORETICAL STUDY OFK-SHELL EXCITATIONS IN . . . PHYSICAL REVIEW A64 022504
that there is a perturbation of the1A1(3s) Rydberg state by
‘‘molecular orbitals’’ and to ‘‘a breakdown of the Born
Oppenheimer approximation’’ seems intuitively correct, b
certainly the reasoning should be based on the more strin
grounds of a vibronic coupling study as is attempted here
agreement with Remmerset al. @2#, our PID results@Fig.
5~b!# confirm the dominating role of the 0-0 transition in th
3s-a1 band. Two much weaker lines seen in the PID sp
trum at higher energy are the excitations 30

1 and 10
1, respec-

tively. They are clearly related to the high-energy shoulde
the experimental spectrum, though their intensity relative
the 0-0 line appears to be somewhat underestimated. M
over, the large width of the experimental peak is not rep
duced by the PID results.

The observed broadening of the 3s-a1 band suggests th
presence of a fast decay channel for the1A1(3s) state. One
possibility for such a process might arise from vibronic co
pling between the 1A1(3s) state and the lower-lying
1B1(p* ) and 1B2(2p-2h) states, allowing for a ‘‘decay’’ of
the totally symmetric vibrational levels of the1A1(3s) state
into the dense quasicontinuum of nontotally symmetric
brational levels of the1B1(p* ) and 1B2(2p-2h) states. An-
other possibility follows from our previous work@11#, show-

FIG. 6. Theoretical C 1s,n→p* 2(1B2) transition spectra. ~a!
Poisson intensity distribution.~b! Result of the multistate vibronic
coupling model~Sec. IV!.
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ing that the 1A1(3s) state is locally bound, bu
thermodynamically unstable with respect to the dissociat
into O (3P) and C 1s excited CH2(

3B2). This means that the
discrete vibrational levels of the1A1(3s) state are embedde
in the continuum of dissociative states. Of course, both of
latter two decay channels of the1A1(3s) state may contrib-
ute to the observed broadening. However, a modest broa
ing effect due to vibronic coupling can readily be seen in o
vibronic spectrum@Fig. 4~c!#. The effective width of the 0-0
transition is about 10% larger than in the PID result. T
broadening is the result of an accumulation of many we
lines ~satellites! in the vicinity of the totally symmetric vi-
brational transitions. In particular, the 0-0 line itself is sp
into several close components, not visible in Fig. 5~c!. The
intensity of the satellites drops with the distance from t
main transition, but never reaches zero: the contiguous
at the bottom of Fig. 5~c! was generated by plotting the sa
ellite bar spectrum. Since the larger part of the 3s-a1 band
lies below the energy of the conical intersection point
about 290.8 eV, most features show a one-to-one corres
dence with those of the PID spectrum. Apart from the eff
of line splitting, the LVC spectrum shows a substantial
crease of the 20

1 line as an effect of intensity borrowing
leading to a better agreement of the theoretical and exp
mental spectral profiles.

Since the experimental width of the 3s-a1 band could not
be reproduced by our vibronic calculations, the source of
broadening must be sought in the dissociation proces
This is quite consistent with the experimental findings, es
cially with the linewidth reduction upon deuteration. The o
gin of the positive-energy shift of the band maximum, ho
ever, remains unclear. Here a more rigorous treatment of
resonance-type interaction between the discrete1A1(3s) lev-
els and the dissociative continuum is desirable.

E. The C 1s,n\p* 2
„

1B2… band

Because of its very small optical intensity predicted
our calculations, the C 1s,n→p* 2(1B2) transition cannot be
seen in the theoretical vibronic spectrum@Fig. 3~b!#. The
contribution of the B2 vibronic symmetry~displayed with an
amplification factor of 103! has an intensity maximum nea
288.3 eV, which is just in between thep* resonance and the
3s-a1 band. Although here the spectral intensity of the lat
bands is very small, the C 1s,n→p* 2(1B2) transition is
completely covered up. Of course, the question of the ob
vation of the C 1s,n→p* 2(1B2) transition in optical spec-
troscopy depends crucially on the actual magnitude of
corresponding oscillator strength. It may well be that t
ADC~2! value is too small. Nooijen and Bartlett@4# find an
absolutef value of 3.931024, which is about 40 times large
than the present ADC~2! value of 131025.

The PID and LVC spectra of the C 1s,n→p* 2(1B2) tran-
sition, displayed in Fig. 6, give a detailed insight into the ro
of the vibronic coupling effect. In the PID spectrum@Fig.
6~a!# the vibrational progression is dominated by the exci
tions of then2 mode, which together with excitations of th
n1 mode shape the overall appearance of the band. A sim
pattern of totally symmetric excitations can still be seen
4-13
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the LVC spectrum, but here many additionaln4 excitations
give rise to an extremely dense and complex line struct
As a result, the structured Poisson spectrum is transfor
into a fairly smooth curve, preserving essentially the origi
PID envelope. As a further broadening mechanism not c
ered by the present vibronic model the possibility of dis
ciation should be kept in mind. This is suggested by Ref.@11#
predicting that the vertical transition to the1B2(2p-2h) state
should populate the unbound part of the PES.

Since the 1B2(2p-2h) state is coupled via then5

vibrational mode to the1A1(3s) state, the possibility of an
intensity borrowing between the more intense Cs
→3s-a1(1A1) transition and the C 1s,n→p* 2(1B2) transi-
tion was suggested in Ref.@11#, which could eventually
make the latter transition observable in the photoabsorp
spectrum. However, according to the present results this
tensity borrowing effect appears to be rather small and
sufficient to render this state visible. The origin of the sm
barely visible bump in the experimental spectrum@2# near
288.1 eV~designated with the question mark in Fig. 3~a!!
and its possible relation to the1B2(2p-2h) therefore still
remains an open issue. It should be noted, however,
possibly the interstate coupling constantl i j

s , coupling the
1A1(3s) and 1B2(2p-2h) states via then2 mode, is too
small, leading to an underestimation of the intensity borro
ing effect.

V. CONCLUDING REMARKS

In the present study of C 1s and O 1s excitations in the
prototypical H2CO molecule we have combinedab initio
quantum-chemical computations of electronic excitation
ergies and oscillator strengths with a treatment of the vib
tional excitation accompanying the electronic transitio
The resulting theoretical spectral profiles are in very go
agreement with the high-resolution photoabsorption spe
recorded by Remmerset al. @2#, allowing for a more detailed
understanding of the experimental findings.

While for the C 1s excitations the present results supp
essentially the previous assignments@1–5#, the interpretation
of the O 1s Rydberg spectrum has to be revised: here,
cording to our study, the dominating spectral contributio
are due tond rather than tonp Rydberg transitions. The
reason is the partial localization of the lowestnp Rydberg
orbitals at the carbon site of the molecule, leading to a s
pression of the O 1s-np oscillator strengths.

The vibrational excitation pattern of most electronic tra
sitions is qualitatively well described already by the simp
Poisson intensity distribution@16#, predicting correctly the
vibrational activity of the three totally symmetric mode
n1–n3 . There are, however, distinct effects induced by
bronic coupling, as our four-state five-mode LVC model f
the lowest C 1s excitations reveals. In the case of the Cs
→p* (1B1) excitation, this coupling leads to a more com
plex spectral profile, reflecting in particular a strong exci
tion of then4 out-of-plane bending mode already in the low
energy part of the band. The presence of these low-lying C2
bending vibrations explain in a natural way the marked i
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topic effect observed by Remmerset al. @2# in this part of the
spectrum.

A more complicated physical situation is found for th
case of the C 1s→3s(1A1) band, where several possibl
competing decay mechanisms lead to the appearance
broad, almost structureless hump. Apart from the el
tronic Auger decay, a source of broadening is vibron
coupling with the energetically lower1B1 ~C 1s→p* ! and
1B2(2p-2h) states, considered in our multistate vibron
coupling model. According to the present results, howev
this effect is relatively modest and cannot explain the o
served broadening. Most likely, the dissociation react
H2CO* (1A1)→CH2* (3B1)1O(3P) is the decay channel re
sponsible for the large width and the unusual isotopic eff
of the C 1s→3s(1A1) band~see Ref.@11#!. A final clarifica-
tion of this issue must be deferred to future experimental
theoretical studies.

Another finding not clarified by the present study is t
diffuse appearance of the O 1s spectral bands. According to
our PID treatment, vibrational structure should be discerni
for the O 1s→p* (1B1) band, as well as for several of the
1s Rydberg transitions.

An interesting aspect of theK-shell spectroscopy of H2CO
is the different behavior of the CO bond length in C 1s and
O 1s Rydberg excitations, leading to a decrease in the form
and an increase in the latter case. This could be rational
by discussing the bond-length dependence of the correlat
induced intramolecular charge transfer in the H2CO ground
state. The increase of the CO bond length leads to a decr
of the charge at the carbon site, which means antiscree
for the C 1s orbital and, thus, an increase of the ener
needed to remove an electron from the C 1s orbital. The
opposite situation applies to the case of O 1s excitation.

Another example for the importance of core-hole scre
ing is the presence of the energetically low1B2 ~C 1s,n
→p* 2! double excitation at about 288.3 eV, that is, bei
placed second in the C 1s excitation spectrum. Here the C
1s-hole screening arises from the intramolecular cha
transfer due to then→p* valence-electron promotion. Th
transition has very low intensity, making it hardly observab
in optical spectroscopy. The possibility of an efficient inte
sity borrowing effect via vibronic interaction with the1A1 ~C
1s→3s! state could not be confirmed by our LVC mod
calculations. As discussed in Ref.@11#, better chances for the
experimental detection of this state should be offered
resonant photoemission. The present example of a low-ly
double excitation suggests that one may findK-shell double
excitations even below the first single excitation in mo
ecules with sufficiently strong charge-transfer valen
electron excitations.
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