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Experimental observation of nonclassical effects on single-photon detection rates
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It is often asserted that quantum effects can be observed in coincidence detection rates or other correlations,
but never in the rate of single-photon detection. We observe nonclassical interference in a singles rate, thanks
to the intrinsic nonlinearity of photon counters. This is due to a dependence of the effective detection efficiency
on thequantum statisticef the light beam. Such measurements of detector response to photon pairs promise
to shed light on the microscopic aspects of silicon photodetectors, and on general issues of quantum measure-
ment and decoherence.
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Although quantum electrodynamics is one of the mostcorrespond to a single photprproportional not to({n)
well-established and most accurately tested of physical theo=(a'a), but rather to the step functiai® (n—0.5)), which
ries, the vast majority of optical physics still relies on theis equal to 1 for any photon number=1. The violently
classical theory of the electromagnetic field. This is becausejonlinear character of this response implies that even a
as was recognized early in the development of quantum ogsingle avalanche photodiode is sensitive not only to the mean
tics [1], classical and quantum theories of light yield pre-photon number, but also to higher-order terms. If one re-
cisely the same predictions for a wide variety of phenomenastricts oneself to considering photon numbers no higher than
In particular, the two theories are equivalent for calculations2, for example, the response function may be Taylor ex-
of intensities(i.e., mean photon numbeand effects linearin  panded as(n)— 3(n?). This expansion can be extended to
the intensity; only by studying higher-order correlationsinclude orders up tm! wherej is the maximum number of
(e.g., Hanbury-Brown-Twiss-style coincidence measurephotons considered in the subspace, or written under normal
ments[2]) can one identify clear signatures of nonclassicalordering as(a’a)—3 (a'a'aa)+i(a'a'a’aaa)—---. (It
effects. Over the past 20 years or so, many experiments have this response, the rate of single detection events, which we
applied coincidence-counting and autocorrelation techniqueefer to as the “singles rate”; it is important to bear in mind
to access these higher-order correlation functions and denthat this can differ from the arrival rate of singtdotons)
onstrate a variety of fascinating quantum effd@gl]. Since  For a real detector with a finite quantum efficiency, this
quantum and classical theories predict identical intensitynodel can be generalized. However, no precise theoretical
measurement outcomes, such papers often begin by contragtodel for such a detector exists, nor has the effect been
ing the featureless rate of single-photon detection with theexperimentally studied prior to now. Our naive model sug-
quantum phenomena observalaely in coincidence rates. gests that if the single-photon detection efficiencyyisthe
(A striking exception is to be found i¥], where a quantum probability of a detection event in the presence of two pho-
effect is used to alter the first-order coherence of two beamspns should be 7+ (1—7)p=27n— 5% This classical-
leading to a modulation in intensity that can be observed itinded model neglects the possibility of any cooperative
the rate of single detection events, or equivalently at a claseffects between the photons, along with the possibility of
sical square-law detectprHere, we show experimentally stimulated-emission processes in the detector. Thus, mea-
that the rate of photodection at a single detector can in facsurements of the “two-photon detection probability” should
be sensitive to quantum-statistical effects even under condhelp one construct accurate microscopic models of photon
tions of constantintensity, due to the frequently overlooked counters. In particular, it may be possible to probe issues in
nonlinearity of typical photon counters such as avalanchguantum measurement theory in this way. At very early
photodiodes. times, the detection event is dominated by coherent pro-

The standard model of photodetection used in quantuncesses such as electron-hole pair production. As the ava-
optics dates back to Glaubgt], and is appropriate for a lanche process amplifies this first pair, the system is coupled
low-efficiency detector whose photocurrent is, in the classito a large number of degrees of freedom and effective deco-
cal limit, proportional to the incident intensity, or the photon herence occurs. Once coherence is lost, our model should
number. Real photon counters rely on extremely nonlineacorrectly describe the effect of additional photons impinging
processes such as electron-hole-pair avalanches to amplifn the detector. If, however, a second photon arrives during
the signal from a single photon to a detectable current. As ¢he coherent phase of the detection process, it is reasonable
result, nearly all such devicda rare exception, still not in to expect a deviation from this prediction.

widespread use, is the Rockwell SSH®6]) are incapable This experiment relies on a polarization-based version
of distinguishing between a single photon and two or mord7,8] of the two-photon interferometer originally devised by
photons within a certairfdevice-dependent‘dead time.” Hong, Ou, and MandgB]. Our experimental setup is shown

For an ideal, 100%-efficient detector this would imply, in Fig. 1. Light from a mode-locked 800-nm titanium:sap-
within the dead time, a photocount raighich we term the phire laser is frequency doubled in a 0.2-ngi¥barium bo-
“singles rate,” although a single detection event need notrate (BBO) crystal. We separate the fundamental beam from
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to again increase the collection efficiend&0].

To our knowledge, there is no microscopic physical
model for the response of an APD when hit by two photons
at the same time. In order to give a physically intuitive ex-
planation for the origin and magnitude of an effect on the
singles rate, we analyze the Hong-Ou-Man@¢OM) inter-
ferometer using our naive model of detection. This model
neglects the specifics of silicon APDs, and coherent effects
between the multiple electron-hole excitation pathways.
When the HOM interferometer is not balanced and there is

FIG. 1. Experimental setup for polarization-based two-photonno interference, each photon pair entering the device will

interferometer: BG 39, colored glass filtex/2, half-wave plate;
PBS, polarizing beam splitter; Alice/Bob, single-photon counting
modules. Different transmission ND filters were used for each dat%

accumulation run.

the second harmonic with colored glass filtéB& 39). The

lead to O, 1, or 2 photons reaching a given detector—with
robabilities 0.25, 0.5, and 0.25, respectively. When interfer-
nce is occurring, half of the photon pairs entering the device
will impinge, as a pair, on the detector and the other half will

leave through the other exit padifor the ideal case of 100%

second harmonic serves as the pump laser for the productig®incidence visibility.

of type-1l degenerate down-conversion in a second, 0.1-mm, Thus for»=1, the singles-counting rate drops from 75%
BBO crystal. The down-converted photon pairs exit the non-of the pair-production rate to 50%, a dip with 33% visibility.
linear crystal collinear with each other and the pump laserfFor a detector withy<<1 that obeys our model, the rate
and have orthogonal polarizations—one photon’s polarizadrops from[ %/2+ (27— 5?)/4] to [ (29— 7%)/2], for a vis-

tion is horizontal H), and the other is verticaM). Due to
BBO'’s birefringence, th&/ photon trails theH photon by an

ibility Vs=n/(4— 7). For a realistic coincidence visibility
less than 100%, we expect the singles visibility to fall off

average of 7 fs. The pump laser is separated from the dowrinearly with the coincidence visibilityV.: Vs=V_.7n/(4
converted photons by using a fused-silica prism. A 9-mm-— 7).

thick quartz plate and a pair of translatable birefringent In order to investigate the singles effect and its depen-
quartz prisms are used to delay the photons relative to ongence on the collection efficiency, four runs were performed:
another inside the interferometer. The photon-pair polarizathree with different neutral densityND) filters in front of
tion is rotated 45° by a half-wave plate and the pair goe®ne detectofBob), and one with no ND filter. By lowering

through a cube polarizing beam splitté?BS. The output

the transmission of the ND filters, the overall collection ef-

beams of the PBS travel through adjustable irises and arkciency can be lowered. The three ND filters allowed for

focused onto 18Qtm avalanche photodiodesAPDS):
(EG&G model SPCM-AQR-13 In this way, each photon

80%, 57%, and 27% transmission of light to give us a broad
range of efficiencies. The irises in front of the detectors had

has a 50% chance of reaching each detector; see Fig. 1. 8-mm diameters. The data were accumulated by scanning the

When the birefringent delay is set so that the photon wavejuartz delay over the interference dip many times. An indi-
packets arrive at the PBS simultaneously, there is a drop imidual scan counted singles and coincidences at 280 evenly
the coincidence rate. The half-wave plate and the PBS serpaced delay settings for 1 second per point. Typically 100
to measure the photons in the 45°) basis. There are two such 5-min scans were repeated for up to 20 h, in alternating
possible Feynman paths that lead to a coincidence evendirections to accumulate good statistics and minimize sys-
photon 1 can be transmitted at the PBS and photon 2 régematic errors due to laser drift. Over the 15 hours of data
flected, or vice versa. The amplitudes for these two processdaking for the experiment with no ND, Alice and Bob’s
interfere destructively due to the different relative phases osingles rates dropped by 10%.

[H) and|V) in the stateg+45°)=(|H)=|V))/\2, leading

For the experiment with no ND filter and with 8-mm

to a coincidence null, provided the photons arrive at thdrises, the singles rates for Alice and Bob were 13600 s
beam splitter within their coherence length. This interferenceind 13800 s, respectively; the coincidence rate was 510
has no effect on the intensity of the light at either detector. Ifs"*. By removing the down-conversion crystal, the back-
the photons arrive at the beam splitter outside each othergrounds at Alice and Bob were measured to be 1415 s

coherence length, then they are distinguishable, in principleand 2006 s

! respectively. Not including potential back-

based on their arrival time at the detectors. In this case nground from the crystal itself, these background measure-
interference is observed.
Theoretically, this coincidence dip can obtain a visibility mission and will attenuate both the pump laser and the on-
of 100% for a narrow-band pump, and slightly lower valuesaxis background. The systematic error introduced by
when the finite pulse duration and crystal length are takemerforming the measurement in this way could be as large as
into account[7]. However, for the purpose of this experi- 20%, which is much higher than the Poissonian counting
ment, we obtained a higher photon collection efficiency andstatistical error. Based on the singles rates at the beginning of
higher photon counting rates by opening the irises in front othe data collection, the background level was measured to be
the detectors at the cost of lowering the coincidence interfer9% for Alice and 12% for Bob.
ence visibility. In addition to using large irises, we employed The coincidence and singles counts were binned and
a slightly imbalanced 1:1 telescope in the pump laser bearaummed based on their delay position to create the raw ex-
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ments are an overestimate. The crystal has imperfect trans-
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FIG. 2. Typical plot of coincidence rates versus the relative time ~ FIG- 3. Typical plot of the singles rate versus the relative time
delay. The Gaussian fit yields a visibility of (39:39.05)%. delay. The Gaussian fit yields a visibility of (0.8£6.009)%.
When background is included, the visibility becomes (0.90

. . . . +0.01)%, based on statistical errors only. With the measured effi-
perimental data. The raw data contained fringes with anency for Alice of (8.4 1.1)%, including the systematic error, our
800-nm spacing, which are due to a classical interferencg,ogel predicts a visibility of (0.820.11)%.

effect and have a visibility of approximately 1%. These

fringes are caused when the optic axis of the down.'ing for the (9.4-1.9)% background that we measured at

conversion crystal is not in the same plane as the optic aXlxlice the corrected visibility is (0.980.01)%. The effi-
in the quartz delay. Since the period of these fringes is faSteéiency was measured to be (&4 '1%) ' the Iérge uncer-

than the time scale for th_e HOM d'@'G fs Versus 20 ¥s tainty being due to the sensitivity to background when small
these effects can be easily distinguished. The fringes were. . R
: . . Ifises are used. Our model predicts a visibility of (0.85
removed by averaging pairs of data points separated by hal L -
. ; . . . —0.11)% based on the uncertainty in the efficiency measure-
the classical fringe period. We fit the data to a Gaussian plus

a straight line, to account for residual effects of drift or non-"ont The centers and widths of the coincidence dip and

uniform transmission through the quartz prisms. Although'da‘gsgzosr:ngles rate dip agree to within just over one standard

the detailed shape of the dip depends on characteristics of the
ultrafast pump pulse, and approaches a triangle for a cw
pump, the Gaussian fits our data well, and minimizes the
number of free parameters. This allows us to achieve the bes@ —
possible precision in comparing visibilities of different €& 25 | ]
curves(whose shapes we have independently verified to be® . I . ]
identical to within measurement uncertainjies ; 2 b 2 |
Prior to the data accumulation, the efficiency of detection - I e ]
was measured. This efficiency is the product of the actua
intrinsic quantum efficiency of the photodetector and the:
path efficiency of the interferometer. The path efficiency in- 2 :
cludes losses due to finite-sized irises, imperfect transmiss .
sion through optics, and the ND filters, butt the effect of
the PBS. In order to determine the efficiengy of one de-
tector, the iris in front of the other detector is closed to 1-2 i
mm [11,6. The efficiency is thenpa=2Cag/(Sg—Bg), L
whereC,g is the coincidence rate between Alice and Bob, 0 2 4 . 6 . 8 10 12 b
Sg is the singles rate at BolBg is the background rate at Collection Efficiency (%)
Bob, ‘?‘”O.' the factor Of 2 compensates for the_ PB.S' FIG. 4. Plot of the ratio of singles visibility to coincidence vis-
C0|nC|d_ence and Slng_les r_ates are shown in Figs. 2 an_d i%ility versus the collection efficiency. The solid square is a data
as a function of the relative time delay, for the data run WIthpoint from Alice’s singles visibility, and the open circles are from
no ND filters. The data have been binned and summed agolys singles visibility. The solid line is the prediction of our naive
cording to the relative time delay, and the fringes have beefodel. The dashed line is a linear fit with a zerintercept to the
removed by the averaging method previously mentionedgata for Bob based on statistical errors only. The data are shown
The coincidence visibility is (39.390.05)%, and the raw with two sets of error bars. The smaller error bars represent statis-
singles visibility at Alice is (0.8160.009)%, where the er- tical uncertainties only, and the larger set includes both the statisti-
rors reflect only the statistical fitting uncertainties. Correct-cal and the systematic errors.
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Since the expected singles visibility scales linearly withthe response of silicon avalanche photodiodes to photon
the coincidence visibility, Fig. 4 shows their ratio versuspairs(as compared with single photgren time scales of the
efficiency. Both the singles visibility and the efficiency are order of 5 fs, and for delays up to 60 fs. Since energy and
corrected for background. There are two sets of error bargyomentum relaxation time scales in silicon are on the order
plotted on each data point. The smaller set of error bar®f 100 fs, and the incident photons may be prepared in iden-
represents the statistical errors only. The larger set of errdical quantum stategwith focal spots on the order of
bars includes the systematic error due to the uncertainty i#80 x#m), a quantum-mechanical description of the micro-
the background. The singles visibility at Bob is linearly pro- SCOPIC detection process might be expected to be necessary
portional to the efficiency. The four data points for Bob fall IN this regime. At present, the dependence of this effect on
on a straight lingdashed lingwith a zeroy-intercept with a detector efficiency agrees qualitatively with a S|m_ple_ classi-
X2 of 5.6 based solely on the statistical errors. The slop&2. ngodel, and the agreement can be made quantitative when
differs from that of our theoretical curvisolid line), but by a 20% systematic uncertainty in background is included. For

an amount attributable to systematic uncertainty in backpairs of photons separated by delays ranging from 20 fs to 60

ground. We have made preliminary measurements that suf§’ W_eII outside th_e interference region, no systematic varia
o 2 ~%ion in the counting rate was observed at the 0.1% level.

gest that we are missing much of the background contribu: . .
4 . S Over the 10-fs width of the quantum interference pattern, the
tion to the singles rates at both of our detectors. This is due . S
. . Shapes of the singles and coincidence pattern are the same to
to fluorescence background created in the down-conversion., " )

o . . . e within 2.5%. Thus, quantum corrections to our model of the

crystal or in its antireflection coatings, and is difficult to detector response to bhoton bairs appear to be quite small in
isolate from the signal itself. Refinement of background meag. . oaime probed sopfar B pbetterch;laracterizig the back
surement techniques is an important subject for future work. g h - BY 9

It should also be mentioned that, since the background meaq_rou_nds and by extending these studies to other temporal or
N ) . Spatial scales or other detectors, the type of system presented
surement is incorporated into the values for the efficienc

an or the sigles iy, a igher background wil n- o570 P10 3 poeTiely powert o0 for studving
crease both values, but by different amounts. P

We have demonstrated a quantum effect on the countinaCales in a variety of physical systems.
rate of a single-photon counter, showing that its effective We would like to thank Magali Davenet and Chris Dimas
efficiency is a function of the quantum statistics of the inci-for their assistance with this experiment, and Sasha Ser-
dent beam. A simple model for this effect is roughly consis-gienko, John Sipe, and Henry van Driel for extremely valu-
tent with the data; however, it will be necessary to refine ourable discussions. We would also like to acknowledge
estimates of various background sources in order to furtheSERC, Photonics Research Onta(PRO), the Canadian
pursue quantitative tests of this model. By adjusting the corFoundation for Innovation, and the Walter C. Sumner foun-
relation properties of the incident beam, we are able to probedation for financial support.
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