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Optically simulating a quantum associative memory
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This paper discusses the realization of a quantum associative memory using linear integrated optics. An
associative memory produces a full pattern of bits when presented with only a partial pattern. Quantum
computers have the potential to store large numbers of patterns and hence have the ability to far surpass any
classical neural-network realization of an associative memory. In this work two three-qubit associative memo-
ries will be discussed using linear integrated optics. In addition, corrupted, invented and degenerate memories
are discussed.

PACS numbds): 03.67.Lx, 42.25.Hz

. INTRODUCTION age capacity oD(2") using onlyn neurons has been pro-
- : - : posed[6].
Shor’s factorization algorlthrﬁl] initiated extensive the- This QAM is Composed of two major components: a stor-

oretical and experimental work in quantum computing. Sinceage algorithm that is detailed [i5] and a recall mechanism
Shor’s work, several other quantum computing algorithmshat is based on a modified version of Grover’s well-known
have been proposed. Grover proposed a superclassical seaetforithm for quantum seardl2,3]. It is the recall operation
algorithm to find an element in an unsorted arf@3].  of the QAM algorithm that we will focus on here. In fact,
Schack showed that a quantum computer could be used ttue to the nature of the proposed linear optics implementa-
study quantum chadg}]. More recently, Ventura and Mar- tion, the initial memory storage portion of the algorithm be-
tinez addressed the issue of associative memories ar@®mes a relatively simple matter. Therefore, only a brief dis-
showed that quantum computers could effectively realizecussion of the memory storage will be made followed by a
these devicef5,6]. This article proposes a linear, integrated- more thorough discussion of the memory recall. -
optics simulation of such a quantum associative memory AS stated, the associative memory device will be con-
(QAM). structed using linear integrated optics. Linear mtggrated op-
Consider the problem of associative pattern completion—ticS have been shown to be a straightforward environment in
learning to produce one of the full patterns when presente?ﬂf’hICh to study q_uantum algorlthn{SlO,lZI].. Th's Isa result
with only a partial pattern. Assume a $2f m binary pat- of the fact that single photons evolve unitarily in an absorp-

terns of lengthn. The trivial solution is simply to store the tion free linear optics environment and hence there is a one

to one correlation with quantum computing0-14. The
set of patterns as a lookup table. There are two reasons wh oton evolves as it passes through a series of passive opti-

th'TQ‘ IS nodt dalways the be?t sc(;luu_or:\. F|r§t, I requwses thzt al devices(gates followed by measurement. Each photon
unique address be associated with each pattern. Second, g, o seg through the entire circuit exploring all nonzero am-

lookup table requiresnn bits in order to store all the pat- ,jitde paths. Hence each photon that traverses through the
terns. It is often desirable to be able to recall the patterns iRjrcuit represents a realization of the experiment. An en-
an associative fashion, thus eliminating the need for explicitemple of single-photon events will yield the probabilistic
addressing. That is, given a partial pattern one would like tytcomes of a single photon.

be able to “fill in” a reasonable guess as to the rest of the There are several unique features of a linear optics quan-
pattern. This may also be considered a form of generalizatiofum circuit. Each degree of freedofa particular path in the

as the partial pattern may never have been seen during thircuit) of the single photon is labeled as an eigenstate of the
learning of the pattern s&. Further, it would of course be Hilbert space. For example, in a three-qubit circuit there are
beneficial if a smaller representation was possible. To thigight basis states. Hence, there will be eight paths, one asso-
end, various classical associative memory schemes hawgated with each basis state. For example, in Fig. 1/@66)

been proposed, perhaps the most well-known being theéhrough|111) states are each labeled with a particular path.
Hopfield network [7] and the bidirectional associative The total contribution of the probability amplitude and phase
memory[8]. These neural approaches to the pattern complesf the photon in each path yields the wave function of the
tion problem allow for associative pattern red&ll, but suf-  single photon in a spatial mode basis. The operations per-
fer severe storage restrictions. Storing patterns of lemgth formed on each degree of freeddath yield the desired
requires a network of neurons, and the number of patterns quantum circuit. Unfortunately, the apparatus grows with the
m is then limited bym=kn, where typically 0.15k=<0.5.  Hilbert space and not with the number of bjts3] due to

In an effort to improve on this, a QAM that maintains the lack of entanglement between photons. On the other hand,
ability to recall patterns associatively while offering a stor-there is small decoherence per logic gate in a linear optics
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FIG. 1. Three-path bit quantum associative memaryepresents a single-photon input. The small boxes in the paths are phase delays.
The large boxes represent single-mode symmetric fiber couplers with the indicated dimensions.

setup. Hence, linear optics is a good environment in which tdhis is realized by letting a photon enter one of the ports of
study few-bit quantum algorithms. In this paper, the variousa 3X 3 fiber coupler. By adjusting the relative phases of the
aspects of the associative memory device will be discussetihree output paths and connecting the outputs to the inputs of
in terms of the three-path bit device shown in Fig. 1. Afteran 8x8 fiber coupler, the desired state is “written” to the
the three-path bit discussion, a two-path one-polarization bimemory.

scheme will be presented. The latter is slightly less intuitive For the specific example shown in Fig. 1, the three memo-

but easier to implement. ries in storage are
An important question is how does a quantum associative
memory implemented using linear optics compare with clas- 000
sical optical implementations of associative memories, which M=< 010} . (1)

have been well studiefil5—-17. The answer is that if we

were implementing a traditional associative memory in a

quantum system, there wogld be no b‘?”eﬂt' as cIassica] ORhe guantum system representing the memory is thus

tics already provides good implementations. However, this is

not the case. The storage and recall mechanisms for the 1

QAM are fundamentally different than traditional associative lho)= —=(|000) +|010) +]111)), 2)

schemes such as Hopfield, bidirectional associative memory, V3

etc. Since classical optical approaches are implementing

these traditional schemeindeed, they have no choice as Which, in vector notation will be represented ago)

these are the best known classical associative memory alge=(1/v3)(1,0,1,0,0,0,0,1).

rithms), they are limited to storage capacities ©f(kn), In this setup, the memory is only stored briefly in the

where 0.15<k=<0.5 (as mentioned earlierThe appeal of a Vvarious paths or fibers before entering the recall portion of

quantum approach to associative memory is the ability tdhe circuit. Mechanisms for storing the memory for longer

leverage nonclassical properties of quantum systems, providimes can be considered. For example, the photon amplitude

ing for storage capacities of up ©(2"). for each path could be held in a conditional loop and when a
Another potential benefit of quantum associative schemesWwitch is triggered the photon amplitudes would be allowed

worth mentioning is the fact that they provide a natural setf0 enter the recall device. The technical challenges of the

ting for considering higher-order bit patterns. Traditional Storage portion of the device are considerable. The primary

classical methods consider only second-order correlation®urpose of this paper is to study the recall mechanism.

Modifications to the standard classical algorithms have ex-

111

tended this to third- and fourth-order correlatidris] and B. Memory recall
higher-order correlations have been shown to improve recall . memory recall uses a modified Grover's search algo-
[19]. rithm. In[3] Grover showed that it was possible to search for

an element in a database using almost any unitary transfor-
Il. QUANTUM ASSOCIATIVE MEMORY mation. In[11] it was shown that linear integrated optics
could realize Grover’'s search algorithm using the discrete
) ) ) o - Fourier transform{DFT) generated by X N symmetric fiber
In linear optics, generating the initial superposition of o plers and some prescribed phase operators realized by

states is straightforward. For example, one can generate any,ase delays in the appropriate paths. The matrix elements of
superposition by using a network of beam splitters with ap4 peT gre given by

propriately chosen reflectance and transmittance and phase

delays[12]. In this particular work, an input state consisting Fp=e2mab/N, 3

of eigenstates with equal amplitude is desired. Linear inte-

grated optics can generate such equal amplitude superposihere O<a,b<N-—1. The adjoint of the DFF' is realized
tions using symmetric fiber couplef40,11,20,2]. For ex- by relabeling the output paths. The relabeling is done accord-
ample, in Fig. 1, an equal amplitude superposition of theng to a T operation, wherd="=TF. The T operation for
|000),|010), and|111) states is prepared for the input state. three-path bits in matrix form is given by

A. Memory writing and storage
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Continuing with the operator sequence of E5), the phases
of all valid memory states are inverted.

1
“ lvz) =lUs)= 7=(31311115).  (®

This is realized by placing a phase delay in all of the paths
that have a valid memory. In order to get the correct output
to the correct input in Fig. 1, the fibers are crossed. However,
there is no interaction between the fibers. Once again the

. . rotation about average is performed yieldin
The T operation simply swaps rows of the DFT. For ex- g P y g

ample, the 111 path is relabeled as the 001 path. This is
shown in the second and fourth fiber coupler in Fig. 1. . 1

Finally, we define the operatdy, that inverts the phase of —F R ) =)= E( —-31-3111,113 (9
state ¢ and define the operatdg, such that it inverts the
phase of any state representing a valid memg@mis last ] o
operator is necessary to minimize the effects of spuriou§bserving the system will yield #3~88% chance of see-
memories that develop during the recall process:[6géor  ing the correct patter{il1l). Hence, there is an 88% chance
deta”s) The phase operators are obtained by p|acing— a that a photon will exit the 111 port of the lasx® COUpIer.
phase delay in the appropriate paths. Then assuming thgt standard voting scheme will q_uickly in_dicate that the de-
| o) represents a three-qubit QAM containing valid memo_s!red state was found. Hence, mtr.oducmg an ensemble of
ries, and assuming that we want to recall the memory assdingle photons to the apparatus will show roughly 88% of
ciated with the partial pattern, the recall mechanism is the photons coming out of the 111 port.

O O O O O O O
R O O O O O O Oo
O B O O O O O O
O O B O O O O O
O O O B O O O O
O O O O r O O O
O O O O O +»r O O
O O O O O k=

-1 -1
FoHoFIF " 1oF 1 4). ®) IIl. CORRUPTED, INVENTED, OR DEGENERATE

Now, consider the following three-qubit associative MEMORIES

memory example. The linear optics realization of this device In the preceding section a specific memory search was
is shown in Fig. 1. The desired outcome is to recall theperformed under ideal, error-free conditions. With these con-
memory pattern whose first two bits are 11, thus11?  ditions, the search was successful 88% of the time. This
where '?’ represents unknown and matches either O or 1. three-bit search required only two iterations of the inversion-
This is done by successively applying each operator fromabout-average operator to achieve this high probability of
Eq. (5). First, any patterns in the memory that match thesuccess.
query have their phases inverted: In this section, other types of memory outcomes are dis-
cussed. We classify these memoriescagrupted, invented
1 or degenerateA corrupted memory is one in which the stor-
1119 l//o>=|l//1>=ﬁ(l,0,l,0,0,0,0,— 1) (6)  age does not actually contain one or more of the memories
that were initially intended to be in the storage. This can

. o . happen through decoherence, incorrect state preparation,
This operation inverts the phase of any state where the firs tc. For example, suppose that the correct memory is

1 by invering the phase of all elements that have their firsf .one discussed ‘earlier described by the vector
y 9 P 1/4/3)(1,0,1,0,0,0,0,1). However, through some pro-

two bits high. Note that there is no need to insert a phasCeSS the memory has been corrupted and evolved to

delay in the 110 path in the circuit described in Fig. 1 since . .
therg is no inpu? to this path. Next, the inversign-about-(1/‘/5)(1'0’1’0'0’0’1'0)' Then after implementing the recall,

average operation effected by the operator sequencetn® result leelds (N192)(1,5,1,5,5,5;3,9). This means
—F!4F is performed: there is angg; ~42% probability of measuring the photon in
the 111 path after the search. If the corrupted memory was a
1 result of a systematic error, such that it could be repeated,
—F UF|g) =] )= —=(-3,1-3,1,1,1,1.5. (7) then a voting schem@r an ensemble of experimeptsould
48 show a definitely distinct result from the “good” memory
probabilities.
This inversion-about-average operation is realized by a bal- An invented memory is one that does not exist, but one
anced eight-path Mach-Zehnder interferometer consisting aflecides to search for the memory, anyway. This is a memory
two 8x 8 fiber couplers. Notice the appearance of the fivepattern that was never originally intended to be in the stor-
spurious memory patterrighose with amplitude 1/48). At  age. However, either by mistake or curiosity one decides to
this point, if we were to observe the system, there is esearch for it. As an example, suppose that the initial state is
22~52% chance of recalling the appropriate pattgrhl). (1/4/2)(1,0,1,0,0,0,0,0). After implementing the recall
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FIG. 2. Two-path and one-polarization bit quantum associative memory deyjaepresents a single photon of horizontal polarization
at the input of the device. The small open box in the 111 path is a phase delay. The small shaded boxes in the paths are half wave plates at
the specified orientation. The large boxes represent single-mode symmetric fiber couplers with the indicated dimensions.

that searches for r=11?, the output state is implement the simpler recall mechanism. Consider Fig. 2. It
(1/J128)(2,2,2,2,2,2,2,10). Therefore there iss4~78%  can be seen that>44 couplers and polarization half wave
chance of recalling thgl11) state that did not initially exist. plates(HWP) with fast axis at 22.5° are used instead of the
Since this is a reproducible result, it can be distinguishedx 8 couplers. The matrix needed for this transformation is
from the good memory after many experiments. While thegenerated by taking the tensor product of a DFT on two bits
probability of finding the photon in the 111 path is distin- with the Hadamard transformation on one bit. The Hadamard
guishable from the good memory result, the result still showsransformation
a high probability of finding the invented memory. In addi-
tion, it would take a relatively large number of experiments H— i 11
in order to significantly(in the statistical sengalistinguish N f2l1 -1
between the two. Also, as a note, the corrupted and invented
memories, can, in many instances have the same statisticial effected by placing a half wave platdWP) with fast axis
outcomes. at 22.5° with respect to one of the eigenpolarizations. If one
A degenerate memory is best described by “cramming”assumes that horizontally polarized light represents @he
one part of the Hilbert space with many memories whilethen the 22.5° fast-axis orientation of the half wave plate
leaving other parts of the Hilbert space relatively sparselywill put the photon in an equal amplitude superposition of
populated. This creates a rather peculiar result, if one ishe two polarization states. Using this in combination with
searching for memories in the “dense” region of the Hilbert the DFT allows us to construct the inversion-about-average
space. It is possible in this case, when inverting aboubperator. A HWP at 45° will rotate the polarization from one
average, to actually have a negative average and hence appolarization state to another. This operation is later used to
plify the states outside the search. Even for a perfectly goodenerate the initial superposition state. A HWP at 0° will
memory and valid search operation, undesirable amplicreate a half wavelength phase delay for the vertical polar-
fications take place. Consider an initial-state vector ofization. Likewise, a HWP at 90° will create a half wave-
(1/4/3)(1,0,0,0,0,0,1,1). Hence, there are two memories adength phase delay for the horizontal polarization. These last
sociated with the query=11? and only one other memory two operators are used to generate the desired phase matri-
in the Hilbert space. The circuit is changed appropriately forces.
this particular search. Once again, we search for a pésiern ~ With the above operations, the simplified circuit can be
whose first two bits are 11. The output of the recall isconstructed as shown in Fig. 2. The spatial modes are used
(1/\/@) (-13-1,-1,—-1,—1,—1,3,3). It can be seen that for the first two bits and the polarization modes will be used
the valid memory outside the search is the state that is actder the third bit. In this example the horizontal polarization
ally amplified by the search. It can be argued that a degerstate will be thel0) state and the vertical polarization state
erate memory is of little use, since it does not utilize thewill be the |1) state. A horizontally polarized photon is in-
Hilbert space well. This implies that some advanced planiroduced into one of the inputs of a3 coupler. The cou-
ning should be involved in how to store the patterns so as tpler generates the equal amplitude spatial mode superposi-

(10

avoid such results. tion. The first 45° HWP rotates the horizontally polarized
light in the 11 path to the vertical state. Hence the desired
IV. SIMPLIFIED SETUP: TWO-PATH memory is now stored in the system.
AND ONE-POLARIZATION BIT The recall mechanism proceeds in much the same way as

the three-path bit explained earlier. Firstraphase delay
It is difficult to align and control eight paths. The three- swaps the phase of the states where the first two bits are
path bit representation shown in Fig. 1 does provide é&high. The first two couplers and the half wave plates perform
straightforward demonstration of the evolution of each basishe inversion-about-average operation. As a note, it can be
state. However, a more technically feasible realization couldeen that a “compiling” technique similar to the one pre-
be accomplished using a two-path bit, one-polarization bitcribed in[14] could simplify this circuit. For example, the
scheme. In this way, only four paths would need to befirst set of HWPs at 22.5° in each path rotates the polariza-
aligned, which would dramatically decrease the relative pathion to an equal amplitude superposition. Only the 00 path
length demands. has an intermediate operation before performing the inverse
There are a few differences in the operators needed te-22.5° operation. Hence, there is no net change to the cir-
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FIG. 3. Normalized relative intensities out of 111 path. The first  FIG. 4. Probability of measuring a photon out of the 111 path as
bar shows the normalized relative intensity coming out of the 111a function of a spurious phase shift in the 111 path of the first
path for an ideal circuitequal amplitude splittings, no spurious inversion-about-average operation.
phase shifts The second bar shows the normalized relative inten-

sity coming out of the 111 path for the nonideal situation of unequal_ . L _
amplitude splittings for a typical 88 fiber coupler. The third bar lby inverting its phase. The states with inverted phase are the

also shows the normalized relative intensity coming out of the 11ftatfas that_are Sear_Chefd for. Ar_‘ excellen_t example of such a
path for the nonideal situation in which unequal amplitude splittingsdevice for linear optics is found ifiL4]. In this work, the role
and randomly chosen spurious phase shifts are present. of the oracle has been played by the person who constructs
the circuit. The oracle appropriately places phase delays and
cuit if the HWPs in the 01, 10 and 11 paths are eliminated invaveplates in the desired paths to obtain the desired circuit.
Fig. 2. Thel, operation is performed by inserting the HWPs Hence, it is a less general oracle than what Grover described,
at the appropriate angles. For example, a valid memory is thut it suits the needs of the associative memory presented
000 and hence a HWP in the 00 path with its fast axis rotatedere. . o .
90° with respect to the horizontal axis will delay the 00H _ The implementation of a many-path circuit is nontrivial.
phase bys. Again, the inversion-about-average operation isSPurious phase shifts, unequal amplitude splittings, and ab-
repeated. The final state of the photon is then measured. TH§@rption can alter the state from the desired outcome. Several

probabilistic results are the same as described using th@mulations were performed using nonideal elements. Con-
three-path bit setup. sider Fig. 3. In this figure, three bars show the results of

simulations of the normalized relative intensity coming out
of the 111 path for ideal and nonideal situations. In the
simulation the initial-state vector was given biyj)

The ideas presented in this paper have been discussed #(1/1/3)(1,0,1,0,0,0,0,1). The search looked for all patterns
terms of a linear optics circuit. One of the attractive featuresvhere the first two bits were high and the third bit was un-
of this linear optics environment is that classical light fieldsknown (11?2)). The first bar shows the relative intensity in
that carry an ensemble of single photons can be used. Hendbge ideal situation(as discussed earlierThe second bar
the voting scheme is simply realized by having many phoshows the normalized relative intensity when a typical 8
tons propagate through the circuit. The relative intensities ak 8 fiber coupler is introduced into the system. The ampli-
the output ports are equal to the single-photon probabilitiestude splittings of an actual>88 fiber coupler were used in
Such luxuries are not afforded by more standard quanturthis simulation[22]. Notice that very little difference in nor-
computing systems, which makes the idea of voting morenalized relative intensity can be observed. However, there is
difficult to realize. Therefore in standard setups, it would beonly a 62.5% probability that the photon will make it to the
much more difficult to distinguish between good, corrupted,end of the circuit without being absorbed in the actual
invented, and degenerate memories in standard systems. 8X8 fiber couplers. On the other hand, the loss was well

The idea of the “oracle” that Grover discusses in his balanced, and hence the fringe visibility remained high. The
original search proposal has not been mentioned so far. Théird bar shows the nonideal coupler and random spurious
primary purpose of the oracle is to “mark” a prescribed statephase shifts in both inversion-about-average operations. For

V. DISCUSSION
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example, the spurious phase shifts used in the first inversiorexcept for the 111 path in the first inversion-about-average

about-average operation werer/25, 37/50, — 7/10, 7/100,

— /50, 37/50,0, and— 7/25. Even with passive thermal
stabilization, thermal driftgphase shiftscan be as small as a
few degrees of phase shift per minJt23]. Hence, these
phase shifts are reasonable.

operation, where the phase is varied continuously from 0° to
180°. As a note, adjusting the phases in the other paths had a
similar effect, which was to lower the probability of measur-
ing a photon in the 111 path with increased phase.

In conclusion, this paper has discussed a proposal for an

Lastly, consider Fig. 4. This figure shows the normalizedexperimental realization of a quantum associative memory.
relative output intensity coming out of the 111 path usingQuantum associative memories have the capability to greatly
nonideal couplers. The phases in all of the paths are ideaurpass current classical associative memories.
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