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Phase-resolved time-domain nonlinear optical signals
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A systematic theoretical and computational investigation of the microscopic factors which determine the
phase of the signal field in time-resolved quasidegenerate three-pulse scattering experiments is presented. The
third-order phase-matched response is obtained by density-matrix perturbation theory using a Green-function
formalism for a system composed of two well-separated sets of closely spaced energy levels. Equations for
calculating the electric field of four-wave-mixing signals generated by path-length delayed pulses are given. It
is found that the phase of the signal field is determined by the excitation pulse phases, the dynamics of the
nonlinear polarization decay, the product of four transition dipole matrix elements, and by a pulse-delay-
dependent phase modulation at the frequency of the first dipole oscillation in the four-wave-mixing process.
Analytic results for a two-level Bloch model show the phase shift from rapid nonlinear polarization decay. The
product of dipole matrix elements is real and positive for three-level procésiseshed ground-state absorp-
tion and excited-state emissiprbut can be real and negative for some four-level Raman processes. The
pulse-delay-dependent phase modulation treated here is closely related to the interferometric pulse-delay-
dependent amplitude modulation observed in some collinear experiments, and plays a role in producing photon
echos in inhomogeneously broadened samples. Numerical calculations of phase-resolved electric fields for
finite duration pulses using a Brownian oscillator model appropriate for condensed-phase dynamics are pre-
sented. The ability of pulse-delay-dependent phase modulation to encode the frequency of the initially excited
dipole onto the phase of the signal field can be exploited to examine energy-level connectivity, reveal corre-
lations hidden under the inhomogeneous lineshape, and probe relaxation pathways in multilevel systems.

PACS numbe(s): 42.65.Dr, 42.50.Md, 78.4%p

I. INTRODUCTION displayed in a spectrograf81,35,37. Recent work sug-
gested a significant role for constant terms in the pulse phase
Since the pioneering work of Reffl], photon echos and in extreme nonlinear optidd 8]. To date, no measurement of
related four-wave-mixing experiments have been used tthe constant term in the phase of a pulse has been demon-
probe molecular dynamics which are hidden by macroscopistrated. As a method of signal characterization, the hetero-
inhomogeneous broadenifiz—10. Relative phases between dyne sensitivity and multiplex advantage of spectral interfer-
different contributions to the signal were experimentally sig-ometry have attracted much attentifi2il,24,27,29,31-34
nificant because they produced detectable modulations of theecently, it was demonstrated that spectral interferometry
total signal energy as a function of pulse deléy8—17, but  can independently measure both time delays and constant
the overall phase of the signal could not be measured, anspectral phase shifts between pulggg]. It is now possible
was usually ignored in discussions of fully noncollinear ex-to measure the electric field of femtosecond four-wave-
periments. In partly collinear experiments, where the signamixing signals at the point they exit a sample, including
phase is relevant to the detected inten$ft}; the available constant phase shifts of the signal field relative to the exci-
bandwidth allowed phase shifts and time delays to be treateghtion pulses35]. Thus, unlike frequency-resolved optical
interchangeably. An experimental distinction becomes posgating, spectral interferometry is capablecofmpletelychar-
sible for pulses consisting of a few optical cyc[dsS]. acterizing a perturbative nonlinear optical response. The in-
In the past few years, there has been a dramatic improveerpretation of such experiments has necessitated a system-
ment in methods for characterizing femtosecond opticahtic treatment of the phase shift of nonlinear optical signals
pulses[19-26, and a corresponding increase in the level ofrelative to the excitation pulses presented here.
characterization of nonlinear optical signdla7-3¢. A The pulse sequence for a three-pulse scattering experi-
pulse has usually been considered fully characterized whement is shown in Fig. 1. In these experiments, all three ex-
instantaneous amplitude and frequency are both knownitation pulses are noncollinear, and a phase-matched signal
[19,23,26. This information can be obtained from is radiated into a fourth background-free direction. Most of
frequency-resolved optical gating9,20,22,23,25,26 and  the factors contributing to the fully noncollinear signal phase
also affect the energy of partly collinear signals. Aside from
the effect of excitation pulse pha$85,39—-43 and reso-
*Present address: Department of Physics of Complex Systemsance detuning29,36,40,44 the influence of pulse delay
Weizmann Institute of Science, 76100 Rehovot, Israel. [12] and a product of four transition dipole momef$] on
TCorresponding author. Mailing address: Department of Chemisthe signal phase have been briefly mentioned. Two other
try and Biochemistry, CB 215, University of Colorado at Boulder, phase factors were mentioned only recently. The first stems
Boulder, CO80309-0215. FAX303492-5894. Email address: from the form of the delayed pulses. Selecting slices from a
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Pulseb Pulsea Pulsec Signal have usually used carrier wave delggs41] or an equivalent
rotating frame descriptiof49]. For four-wave-mixing sig-
1, t, =0 nals generated by two noncollinear pulses, carrier wave de-

lays are adequate to calculate time-integrated sigiHl§

the temporal envelope of the signal intensi§0,51], the
N\ e ; ; gnal inens0 51
| [l

[|

[}

signal spectrogram[37], and the instantaneous time-

T —T t ‘i time frequency profild 28,34], even if delays are generated by an
fff[_‘_‘_‘ﬁ‘j:‘_’{ _':::;:‘f: == interferometer. Systematically undersampled experiments
A EZIZIZZ§ with phase-locked collinear pulsg32,42,43 can be exactly
' ! Ta T, calculated with carrier wave delays by incorporating a small

phase-shift-dependent delay= ¢/w, [38]. Recent experi-
ments in which two collinear pulses are delayed by an inter-
ferometer in subwavelength steps require envelope delayed
running time after the arrival of the last pulée att.=0. For a pulses to calculate the interferometric amplitude modulation

three-pulse echo, the arrival timesandt, are both negative, but ©f the signal[52,53, as do noncollinear experiments in
pulsesa andb can arrive in either order. The standard three-pulseVhich constant phase shifts of the signal relative to the ex-
scattering delay variables=t,—t,, andT=t.—max(, ;) are also  Citation pulses are measurgsb,36].
shown. At a given time, the polarization depends on the values of ~ We use a response function formalism based on density-
the excitation fields at all times in the past. Positive tings 7, , matrix perturbation theory to obtain general expressions for
and 7. label the interval betweehand the perturbation theoretic the third-order nonlinear polarizatiofwithin the rotating-
interactions with pulsea, b, andc, respectively. The positive time wave approximationfor pulses delayed by an optical path
intervals between perturbation theoretic interactions are alwayslifference. The electric field of the signal is calculated from
numbered consecutively &s, t,, andts. the nonlinear polarization using the infinite plane wave and
slowly evolving wave approximatiof49,54. On a femto-
wave-delayed” pulses of the for&(t) =e(t—ty)cosyt), second time scale, molecular electronic relaxation and
wheree(t) is the pulse envelopé, is the delay, andvy is  dephasing are limited by nuclear motion, in accord with the
the continuous carrier wave frequency. The pulses generatdetanck-Condon principle. The Brownian oscillator model
by lengthening one arm of an interferometer are of thg41] has been widely used to model femtosecond four-wave-
“envelope-delayed” form, E(t)=e(t—ty)codwy(t—ty)],  mixing experiments, because it allows the nuclei to respond
which differs from the carrier wave form by a delay- to a change in molecular electronic state and change the elec-
dependent temporal phase shifiwgty. We have briefly in-  tronic frequency as they move. In this paper, response func-
dicated how envelope-delayed pulses can encode the dipoli®ns based on a Brownian oscillator model are used to cal-
oscillation frequency between the first two pulses onto theculate the phase-resolved electric fields of femtosecond four-
signal phasd38], and the treatment is extended to tempo-wave-mixing signals. In its simplest form, the Brownian
rally overlapping pulses here. A second new phase shifoscillator model treats a quantum-mechanical transition be-
arises from radiation by a nonlinear polarization that decay$ween two electronic states with classical nuclear motions
within a few optical cycles. Related distortions of the signalmodeled by damped harmonic oscillators subject to random
spectrum were discussed in two recent treatments dfuctuating forces. The frequency of each oscillator is the
frequency-resolved optical gati@5,26. In the time do- same on both the ground and excited electronic states. Each
main, polarization radiation can produce constant phassuclear motion in the system is described by one harmonic
shifts, frequency chirps, and temporal modulations of thefrequency, a relative displacement of the ground and excited
signal field which are not present in the source polarizationstate potential minima, and a coupling to the bétk., a
Envelope pulse delays have been used to treat seconftictional damping proportional to the mode velogityrhe
order nonlinear processes. In Weiner's discussion of noncofluctuation-dissipation theorem then dictates the random
linear second-order autocorrelation as a technique for mederce required to maintain vibrational thermal equilibrium on
suring pulse duration47], Eq. (4) predicts a pulse-delay- each electronic state.
dependent phase modulation of the second-harmonic field at The numerical results show how the amplitude and phase
the fundamental frequency. This same phase modulation i8f the signal field are affected by pulse delay, illustrate the
also implicitly present in the frequency-domain expressioreffects of finite pulse duration and temporally overlapping
[Eg. (1)] used by Lepetit, Cheriaux, and Joffr&0] to simu-  pulses, and connect signal phase modulation in noncollinear
late their absolute value map of the two-dimensional nonlinexperiments to amplitude modulation in collinear experi-
ear response of a potassium di-hydrogen phosplié®®)  ments. When broadband excitation pulses are used, the equa-
crystal, but the phase modulation explicitly appeared at théions given here show that phase modulation of the signal
difference frequency because of the way they defined théeld with pulse delay can be used to correlate initial and final
delay and time origin. A one-dimensional Fourier transformdipole oscillation frequencies. Such a correlation establishes
sum-frequency experiment based on somewhat differerthat the two transitions occur in the same molecule, or that
principles was recently report¢d8]. the initial excitation has been transferred to the final emitter
Equations for calculating the nonlinear polarization inby some relaxation pathway. As recently demonstrated by
noncollinear (third-orde) four-wave-mixing experiments Hybl et al. [36], correlations under the inhomogeneous line

FIG. 1. lllustration of time variables for three pulse-scattering
sequencd, a, andc. The timest,, t,, andt, label experimentally
controlled arrival times of the pulse centers at the samtpiethe
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shape can be revealed by successive Fourier transformation 7,>7,>t.  7,>7,>T, T.>7,>T, T,>T.>7,
of four-wave-mixing signal fields with respect to time and

pulse delay if the real and imaginary parts of the two- o AN ¢ , ke ,k” , ,k”
dimensional(2D) spectrum are separated. The treatment of ce e cg °g
phase-resolved four-wave-mixing fields given here estab- X Q| e’ ee’ e’
lishes a theoretical foundation for these experiments. The ge thle 2 eg e
calculation of two-dimensional spectra which separate ab-  ks| gg gg | gg |ka %c| gg ke
sorptive and dispersive terms in the nonlinear susceptibility p, ky D k. D D ¢
into real and imaginary parts of the 2D spectra presents spe- 2 ! 3 8
cial problems discussed in a separate p&p5. R I S A e'g| K
gg’ g'g | 2’8 gg’
Il. THEORY & [eo K Teel il o | 20
Third-order nonlinear optical signals result from radiation g g g og
by an electric polarization that is proportional to the third -k, k; k. -k,

power of the excitation field. This third-order polarization is D, Dy D D,
formally induced by three perturbation theoretic interactions

with optical electric fields. If the total polarization can be

expa”ded in a _Vol_terra funCtlon_aI power sen[é'ﬁi], the_ with phase-matching directior-k,+k,+k. in a two-electronic-
th'rd'ord_er pOIa”Zat'or_] can be written as a _t”ple ,Convomt'onstate system. The arrows represent the three perturbation-theoretic
of the third-order nonlinear response function with three eXsje|q_matter interactions, one with each applied field. The three
citation fields[41]. The time-domain electric fiel&(t) is @  fields are distinguished by their wave vectork, , ky, andk..
real-valued function which can be written as Time increases along the vertical directidp.is the time interval
E(t)=e(t)cod &(1)] (1) between the first and secpnq intera(j‘tiot}sthe time. interval be-

) ) tween the second and third interactions, dpdhe time interval
wheree(t) is the pulse envelope, anfl(t) is the temporal  petween the third interaction and coherent radiation. The two letters
phase. In practice, the envelope is defined bft) in the center of each diagram indicate the density-matrix element
=|(1m) [ E(t")explot’)dt’ exp(—iwt)dw|, and the probed during each time interva.ande’ designate excited elec-
temporal phase as the negative argument of the complex exonic state sublevels, angl and g’ designate ground-electronic-
pression in the absolute value. The time-delayed field prostate sublevels.
duced by an interferometer path-length difference is given by
substituting {—t4) in place oft everywhere on the right- r=0 at times 7, before the present o=a,b,c).
hand side in Eq(1). A phase shift is defined as the addition SB)(ks,7a, 7,70, is real and depends on both the detected
of ¢, sgn) to the spectral phase, and is equival@mithin signal wave vectokg and the phase-matching geometry. The
the rotating-wave approximatipfi38] to subtraction of,  permutation symmetry of some tensor componentg®¥is
from ¢(t). For a causal third-order nonlinear response in dowered inS®) (e.g.,x3), is symmetric with respect to all

XXXX
homogeneous and isotropic medium, the nonlinear polarizgpermutations ofr,, while fully noncollinears{®) . has only

XXX

FIG. 2. The eight double-sided Feynman diagrams which sur-
vive the rotating-wave approximation for four-wave mixing signals

tion in four-wave mixing is given by57] the intrinsic permutation symmetry in which times and
w o oo wave vectork, are both interchangéd~or resonant absorp-
P<3>(t):f J f X (72,7, 70) Ealt— 7)) Ep(t—7p) tion, the rotating-wave approximation is surprisingly accu-
0/0Jo rate for smooth pulse envelopes as short as a single optical
X E(t— o) drdrdre. ) cycle[58]. For fully resonant four-wave-mixing signals, one

can use the rotating-wave approximation to break the real,

At each point in the sample, Eq2) relates the nonlinear amplitude modulated fields and phase-matched response
polarizationP® at timet to the values of three applied fields function into complex, phase-modulated parts, and retain
at all times in the past. The three field-matter interactions a@nly those terms in Eq2) for which all of the phase modu-
t—r,, t—7,, andt— 7, can occur in any order. The com- lations approximately cancel. These complex flelds and
plete third-order response functioit®(r,,7,,7.) is equal phase-matched response functions will be dendiednd
to the polarization created by thre@function excitation S,
pulses at the times,, m,, and 7, before the preserit). The model considered here consists of two well-separated

x®)(7,,7,,7c) can be calculated by third-order perturba- sets of closely spaced energy levels approximating the sub-
tion theory. Density-matrix perturbation theory is convenientlevels of two electronic states. The lower levels are denoted
because each term in the perturbation series has a definigeor g’ and the upper levels are denotedr e’. The wave
wave vector, so that only terms which contribute to a macvectors of the three pulses are all different unless stated oth-
roscopically near-phase-matched polarization for the deerwise. For a two electronic state system, each surviving
tected signal direction need be retair/dd ,49. The result- term in the perturbation series for emission in direction
ing phase-matched respons8®(kg,7,,7,,7;) is the +k,—k, is represented by one of the eight double-sided
directional Fourier component &f®)(r,t) with wave vector ~Feynman diagramP;—Dg shown in Fig. 2(or by a conju-
ks, created bys-function pulses with wave vectoks, hitting  gate diagram terminating in the matrix elemppt instead of
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peg Which makes a complex conjugate contribution to theprobability density motion, while the ground-state evolution
signa). Rules for correspondence between terms in the perelosely approximates the motion of a “hole” in the equilib-
turbation serie$59], and diagrams can be found in the booksrium probability density at high temperatuf€l]. Since
by Shen[49] and Mukamel[41]. ground-state depopulation equals excited-state population in
At second order, linear absorption is described by twoa two-electronic-state system, ground- and excited-state dia-
terms in the density-matrix perturbation series, and alwaygrams usually contribute equally to degenerate four-wave-
appears in two related Feynman diagrafpkis their com- mixing signals. The second grouping is based on macro-
plex conjugates One diagram depopulates the ground statescopic rephasing phenomena. Diagraihys, D5, Dg, and
and leaves the photon number unchanged, while the othéd, involve nearly conjugate density-matrix elements with
diagram populates the excited state and annihilates a photoopposite sign frequency evolutions during(pg.) and
The diagrams shown above each other in Fig. 2 all have sudfi(pe'4), so that they can yield a macroscopic inhomoge-
related “absorption pairs” in their first two steps, and cannotneous dipole rephasingphoton echo signalwhen tz~t;.
occur separately. Similarly, the last indicated element of théd,, D,, Dg, andDg involve similar frequency evolutions
density matrix yields an electronic polarization whose sponduring t;(peg) and t3(pey), and cannot produce macro-
taneous radiation affects the final value of two diagonalscopic rephasing. The third grouping is based on the order of
density-matrix elements at fourth order. The two extensionsnteraction with pulsed and c. DiagramsD;—D, have an
of each diagram aréoth required to describe the simple interaction with pulseb before the interaction with pulse
four-wave mixing process of two incoherent, sequential lin-(“properly” time-ordered group, and represent the scatter-
ear absorption or emission steps. ing of pulsec off a grating formed by pulsea andb. Dia-
Following standard usadd1], t;, t,, andt; will be used  gramsDs—Dg have an interaction with pulse before that
for the positive-ordered time intervals between perturbatiorwith pulseb (“improperly” time-ordered group and repre-
theoretic field-matter interactions. The time between the firstent the scattering of puldeoff the grating formed by pulses
and second interactions g, t, is the interval between the a andc. “Improper” time orderings can complicate the sig-
second and third interactions; atylis the time between the nal when pulsed and ¢ overlap in time, and both sets of
third interaction and the preseft). We retain the separate diagrams simultaneously contribute to the sigitf,62,63.
unordered pulse specific interaction times 7,, and 7 of Since pulse$ andc both contribute to the signal wave
the complete response because they are convenient whesctor with positive signs, the eight diagrams shown in Fig.
pulses overlap in time, and interaction order need not match involve only four functionally distinct density-matrix path-
nominal pulse order. Figure 1 shows a pulse sequence t@ays. The diagrams have been numbered so Ehaand
illustrate the relevant time variables. The experimentallyD;., have the same density-matrix pathway and sample the

controlled maxima of the pulse envelopes are denptetl,,  same microscopic dynamics, though at different times and in
and t.. For convenience we use the standard three pulsgesponse to different external fields. The four distinct
echo time intervals=t,—t, and T=t,— max(,,t). density-matrix pathways have microscopic response func-

The eight diagrams can be grouped in three wi@@.  tions given by Eq.(3) in terms of time intervals between
DiagramsD,, D,, Ds, and Dg involve evolution on the ordered interactions of the electric fields with the system.
excited electronic state during, while D3, D4, D7, and  The four time-ordered response functidRsare given by a
Dg evolve on the ground electronic state durittg The  slight generalization of Eq(7.11) from Mukamel’'s mono-
excited-state evolution can be understood as wave-packgtaph[41] to include electronic sublevels:

Ri(t1,to,ta) = 2 :U*Zgr:“e’g’Mzrgﬂ*eg<geg’(ts)gee’(tz)geg(tl)ng>1

9.9’ .ee’

Ro(ts1,to,t3) = 2 :Uf:rgrﬂeg’ﬂe’gﬂgg<ge’g’(t3)ge’e(t2)gge(t1)ng>a

9.9’ .ee
()
R3(t11t2!t3): E M:/g/ﬂe’gﬂeg’ﬂgg<ge’g’(t3)ggg’(tZ)gge(tl)pgg>:

9.9" ee’

Ra(ty,t2,t3) = 2 /'L:rgﬂe’g’/'L:grMeg(ge’g(t3)gg’g(t2)geg(tl)pgg>a

9.9" ee’

where ey is the transition dipole matrix element g, are defined bfMukamel's Eq.(7.5)] [41] their action
(e|x|g),pgq is the diagonal density-matrix elemeftf|p|g),  on an arbitrary operatok:

and G, is the Green function for the set of density-matrix

elements indicated by the subscripts. The Green functions Gom(HA=0(t)exp —iHt/A)Aexp(iHt/h), (4)
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TABLE I. Connection between Feynman diagrams and response fun&fam.a two level-system, no
diagram which survives the rotating-wave approximation is phase matched with wave \ggtor

=—ka+kp+Kke.

Interaction times Diagrams Response ty ty t3
(Tp=T1a=170) D, andD, R;+R, Th— Ta Ta™ T¢ Te
(12> 1=170) D, andDj, R,+Rg Ta™ Tp Th— T¢ Te
(Ta=71>7p) Dg andD+ R,+ Ry Ta— T Te— Tp T
(7> 710=7p) Ds andDg R;+R, Te— Ta Ta™ T Th
(7¢=Tp>17,) * 0 Tc— Tp Th™ Ta Ta
(75> 7> 7a) * 0 Tp— Te Te— Ta Ta

where 6(t) is the Heaviside step function, arid, is the  diagramD, (for i=1-4) and, using different time argu-
Hamiltonian of staten. The Green functions contain a factor ments, D;_, (for i=5-8). The interaction ordering for
exp(—iwy,t) oscillating at the Bohr frequencw,,=(E,  Which each diagram contributes, the response functions, and
—E)/%. The brackets in Eq(3) denote a full trace over the connection between the ordered positive time intervals
both system and bath coordinates. The sums are usually, t2, andtz and the unordered positive interaction times
taken to include an inhomogeneous ensemble average. In tHa, 7,, and 7. are given in Table | for polarization wave
optical Bloch limit, G,m(t) = 6(t)exp(—Tmexp(iwgmt),  Vectorksa= —Ka+kp+ke.

wherel,, is a dephasing rate (I§) whenn#m, or a popu- The complex phase-matched p&f)(ks,,7a,7y,7c) Of
lation relaxation rate (T/;) whenn=m. The response func- the complete third-order response functigi)(7,,7,,7c) is

tion R; can be used in calculating the polarization from thewritten out in Eq.(5):

r(i/ﬁ)SN[Rl(Tb_7'a:7'a_7'(:vTC)"'Rzl(Tb_TayTa_7'(::7'(:)] (Tp=T9=17¢)
(i/ﬁ)3N[R2(Ta—Tb,Tb—TC,TC)+R3(Ta—Tb,Tb—TC,TC)] (T3> 1p=170)

R (i/h)sN[RZ( Ta=™ TesTe— Tps To) T Ra(Ta= 7¢, 7c— 79, 7o) | (Ta=7c>7p)
S(S)(ksavTaa'Tby"'(:):< 5)

(i) N[Ry(7e= Ta, Ta= 7o, 7o) + Ra( 7= Ta, Ta= 75, 7)) (7c>72=>T)’

0 (1e=T1p>173)

L 0 (Tp> 7> Ta)

where N is the number density. Like(®, the complex to a given fully noncollinear third-order polarization in a
phase-matched respons®&®(ke,,7.,7,,7.) is zero for two-electronic-state system. The strength of a given time-
negative 7, by causality. The response for positive is _ordergd contribution to the polarization depends on the or_der
divided by three planesri=r7,, 7,= 7, and7,=7,) into I which the pulses reach the s_ystem, but the interaction
six regions corresponding to the six ways to order 3 interacorder need not match the nominal pulse order when the
tions. For positiver,, the phase-matched response has onlyPulses overlap in time.

one surface of discontinuitithe union of the plane,= 7. To obtain the phase-matched polarization with wave vec-
for 7,=7., with the planer,= 7, for 7.=7,) where the tor, Ksp=ka—k,+Kc, the labels for pulsea andb are inter-
response drops abruptly to zero when the interactions witghanged. Equatio(6) gives the expression for the complex
pulsesb and ¢ both precede that witla. The discontinuity ~Phase-matched part of the third-order response
arises in the rotating-wave approximation because the onl§®)(kg,, 74,7, 7c) in the kg, direction. The two orderings
resonant grating formed by andc in a two electronic state with b and ¢ first do contribute to the signal with phase-
system has wave vectdq,—k. and scatters pulsa into  matching directionkg,=k,—k,+ k., while the two order-
directionsk, * (kp— k), where it does not contribute to the ings witha andc first do not contribute to the signal in this
signal of interest. Only four interaction orderings contributedirection:
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( (i/ﬁ)3N[R2(Tb— Ta Ta— Te Te) TRa(Tp— Ta, Ta— 76, 7e) | (Tp>Ta=7¢)
(i/h)aN[Rl(Ta_ T To— TerTe) TR Ta— 70, 7o — 7c, T0) ] (Ta=7,=>10)
~ 0 (Ta=T7c>Tp)
(3) =
S (KspsTas Th» Tc) 0 (1> 72> ) (6)

(i/h)sN[Rl( Te™ To To— TarTa) T Ra(7c— Tp, Ty = 72, Ta) | (7> 7p=>14)

\ (i/ﬁ)gN[RZ(Tb_ Te Te™ TasTa) TRa(T— 7¢, 7c— T2, Ta) ] (15=7c>74).

by a triple convolution over the complex phase-matched parf® (Ksp. t,ta  th

The nonlinear polarization with wave vectkg is given (")
):fo fo J'O S (Ksby Tas T 1 7c)
of the third-order responsé(3)(ks,ra,rb,frc):

X@y(t—t,— 7'a)éb (t—ty— 7p)ec(t—7¢)

Xexg —iwy(t—t,— 7)]

(Ksa,t) 0 Jo Jo (KsasTasTo 7o) B (1= 74) X exf +iwp(t—t,— 7p)]

X Ep(t— ) Ec(t— 7o) drd rpd 7o+ C.C.. xXexd —iw(t— ) ]drdrpdrc+C.C..

() €)

Pulse-pair pump-probe measuremer{sometimes re-
The form of delayed pulses must match the experiment tderred to as heterodyne-detected phase-locked pump-probe
calculate the phase of the nonlinear polarization. The electrivere proposef42] as an alternate way to characterize relax-
fields used here are of the envelope delayed form generatedion processes with memotg.g., solvation and measured
by an interferometer path differen¢ee., the maxima of the in Refs.[43], [64]. In pulse-pair pump-probe measurement
field oscillations always occur at the same times relative tgdhe pump “pulse” is a collinear pulse pair, with pulse pair
the maximum of the field envelopg38]. The complex elec- delay 7, and the probe, which arrives at tinm after the

tric fields are given byEa(t)=é(t—ta)exr[—iwa(t—ta)], second pulse in the pulse pair, is noncollinear. In a noncol-
wherea=a, b, ¢, andt,, represents the delay of pulae(so  linear three-pulse scattering experiment, the signal energy
that pulsesa, b, andc are centered at times, t,, andt., can be an asymmetric function efbut the signals in thig,
respectively. The complex envelop@(t)=e(t)exdi(w,t and kg, directions are mirror images of each other abeut

— ()], wheree(t) is the real envelope defined below Eq. =0. The partly collinear pulse-pair pump-probe experiment
(1), allows the inclusion of chirp or phase shifts. The origin Superimposes these two signal fields. Two pump-probe fields
of time is set at the center of pulse (t.=0). When the (one excited by each pulse in the pulse pair with the probe

explicit complex time-domain fields are inserted into E§, ~ Pulse are also radiated in the same direction as the pulse-
we obtain pair pump-probe field, and must be subtracted to obtain the

pulse-pair pump-probe sign3]. The modulation of the
spectrum of the pulse pair causes an amplitude modulation of
w (oo oo the probe at the initial dipole frequenay4 as a function of
P(3)(ksa,t,ta,tb):f f f S¥(Ksa,7a: 7o 7e) the delayr between the pump pulses. The pump-probe sig-
07070 nals generated by a single pulse in the pump pulse pair do
X&X (t—ty— 75) 8y (t—ty— 7)) 8c(t— 7o) not contribute to the modulation in the signal, which is en-
tirely due to the three-pulse contributions. Phase matching
Xexgiw(t—t,— 7)1 dictates that the signal field will be emitted along the wave
. vector of the third excitation pulsek{=ks,=ksp=K¢).
Xexf —lop(t=tpy=7p)] When pulses andb are collinear, the part of the third-order
xex] —iw(t—7,)]dr,d7yd 7.+ C.C. polarization with wave vectoks=k. that depends on all
® three excitation fields is given by

ng))c(kc !tvta 1tb) = P(s)(ksa,t,ta !tb) + P(g)(ksbit!ta vtb)'

Restrictinge’=e and g’ =g, Eq. (8) differs from earlier (10

treatments of noncollinear three-pulse scattering based on the

same formalisn{51,60 only by a constant phase® and  The subscripabcon Pfk‘))c(kc) indicates that contributions to
the use of envelope pulse delays. The third-order polarizatiothe nonlinear polarization which do not depend on all three
with wave vectorkg,=k.—kp+ Kk, is given by pulses are excluded.
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We now turn to the phase of the polarization. At first shift is used in magnetic resonance for isolating the signal of
order (y'!) procesy each pulse excites dipoles which then interest[69,70.
radiate freely(free-induction decay or FIDin the same di- There is also a term in the phase arising from dipole os-
rection. For positivew,q (absorption, the dipoles lag the cillation during 7. Settingwy= w,= wp=w. and examining
excitation field byn/2 at exact resonan¢65]. For an infinite  the complex integral in Eq8), the resonant field oscillates
plane wave, the freely radiated field lags the source polarizaas exp—iwy(7,— 71— 7¢)]. Combining Eqs(3), (4), and(5), it

tion by /2 for each frequency componeffi6]. Resonant can be seen that the response functi® oscillates as
components of the linear FID are thasout of phase with exfiwef7a— ) ]exd —iweq 7], approximately canceling
the excitation field, and interfere destructively with it, caus-the resonant field oscillations in E¢B) and leaving only a
ing absorptior{65]. In centrosymmetric media, the next non- sjowly oscillating term.(This is strictly true only for the
zero responses are third-order nonlinear respong€sgro-  properly ordered response. Since the improperly ordered re-
cess to all combinations of the input pulsg49]. For a two-  sponse contributes only when pulsesand ¢ overlap, an
electronic-state system, a three-pulse experiment producggproximate swap between and 7, in the improperly or-
three saturated free-induction decays, six pump-probe sigfered response is used for this discussi@his cancellation
nals, six self-diffraction signals, and three three-pulse scatwas enforced by the rotating-wave approximation from the
tering signals. When all three perturbation theoretic interacheginning. However, the resonant field oscillations with the
tions involve the same pulse, thé phase factor in Eq¥5)  delays t, and t, are not approximately canceled, and
and (6) indicates that the third-order nonlinear polarization exiwg(t,—t,)] can be pulled outside the integral along with
lags the pulse by @/2 at exact resonance whenq is posi-  exq —i(w,+w,— w)t]=exd —iwgt]. For transform-limited
tive. As in the linear case, the phase between the third-ordqymses, the effect of the slowly oscillating term left by the
polarization and the exciting field depends on detuning. Theotating-wave approximation can be approximated usipg
resonant third-order polarization is out of phase with the ~t—t_ 7 ~t—t,, andr.~t (Fig. 1), and combined with

linear polarizatior(saturated FI and radiates in phase with the field oscillations to yield eXpegty—t) JexH —iwe g t]:
the excitation field, leading to reduced or saturated absorpyyith the definitionr=(t,—t,), the component of the non-
tion. _Any co_mbmation of two pulses excites a third-order |iyear polarizatiorP®)(k,) radiating at frequency,q has
polarization in which one pulse formally interacts twice and 4 pulse-delay-dependent phase modulatiow,,7. When
the other once. The use of two formal interactions with pUISQ:Iiscussing ther-dependent phase of a polaﬁgation which
a to bleach the absorption seen by putstrough excitation  changes temporal shape withit is convenient to reference
of a nonlinear polarization with wave vect®z=kc+Ka  the phase to that of the last pul att=0, so that the phase
—k, is one of the Six pump-probe .sllgnals. This mcre:?\seq)f PC)(Kep) iS poa— Ppo= — wegr+ (o= da). An entirely
Evracige'l't\:\?onzrllssslgglflsdif(;a”etq a POS;]';S] E)ump:[probe ls'g”aéimilar analysis of the noncollinear third order polarization

: . -diffraction sign €.g., WO pulS€ = p)(k_.) with wave vectorkgp,=k.—k,+k,, given by Eq.
echoeg41]) can be detected in background-free directions(g) (insggcates that the phsgse Ci& bb_(ﬁa:’?_w T_y(¢g

) s c eg

such ak =2k, —k,. In three-pulse scattering, three identi- —¢.). The two phase shifts are exactly equal and opposite

cal pulses W'ith different wave vectors each formally interact),.5se the scattered signal fields are equal and opposite
once, and signals of approximately the same frequency argqers of diffraction off the grating formed by pulsasand

emit.ted iE the direc_tionSkSa, Ksp, and ksc: Ka+kp—ke. b. If the experiment employs carrier-wave-delayed pulses
Setting 7=0 and ¢,=¢5, so that the first two pulses are (yhich can be generated by acousto-optic modulation of a
identical and coincident on the sample, itiephase factor  continyous-wave lasé6] or frequency-domain phase con-
indicates that the nonlinear polarization lags pWs®y 37/2 0| methods [71]), we,r should be replaced by af,

at exact resonance whenq is positive. In general, a change _ wo) 7, Wherew, i,s th(eegcarrier frequency. g

in the sign ofw,, can introduce ar phase shift correspond- — The product of four transition dipoles in the response
ing to a distinction between absorption and emission. Thignction[Eq. (3)] also contributes a variable phase factor to
phase is always the same when all population starts in thge signal, mentioned briefly by Mitsunaga, Kintzer, and
lower state of a two electronic state system, and will not beBrewer[45]. Two demonstrations that this phase can only be

considered further. 0 or 7 will be given. The first demonstration applies if an

The microscopic factors contributing to the phase of thesyen number of transition moments of the same tipe.
third-order nonlinear polarization are now introduced. If thego; electric dipole transitions or four magnetic dipole tran-
excitation pulses, b, andc are phase shifted bypa, #,,  sjtiong form a closed cycle. Feynman energy ladder subdia-
and ¢, respectively, the nonlinear polarization with wave grams[40] showing four different sublevels involved in the
vectorks,=Kc+kp—K, is phase shifted bydc+ ¢o—¢a)  sums in Eq.(3) are useful(Fig. 3. The transition dipole

[38,41,42. In general, constant spectral phase shiftsof  products can all be rearranged into the following form:
the excitation pulses produce a constant spectral phase shift

¢s=2s,¢, of the nonlinear polarization with wave vector (glule)elulg’ g’ | ule e | ulg). (1D
ks=23s,k, (wheres,=+*1 anda=a,b,c). Polarizers and

waveplates can accurately approximate constant spectrdhis expression is invariant to the arbitrary phase factors
phase shifts over narrow spectral regions, and have beahosen for any). Defining|a)= u|e) and|B)= u|e’), Eq.
used to phase shift the signal and/or local oscillator in pico{11) becomes(g|a){a|g’){g’|8){B|g). Recognizing that
second polarization spectroscop§7,68. A similar phase the product of projection operatds){«||g’){g’(|8){B8| is a

033820-7



SARAH M. GALLAGHER FAEDER AND DAVID M. JONAS PHYSICAL REVIEW A62 033820

d; ds ds d; reversal, it may be taken to be real and orthogonal with real
y Y A 'y eigenfunctiong 80]. (The reality of the eigenfunctions was
A g used by Armstronget al. to calculate the phase of nonlinear

[}

[}

[}

A

optical signals generated by monochromatic souf&8s.)
Since this implies each transition dipole matrix element may
Yy ¢ be taken as real, the transition dipole product is real even in
the presence of relaxation generated coherence. This time-
reversal demonstration does not apply to magnetic resonance
because the external magnetic field breaks time reversal.

£ Finally, the emitted field is phase shifted relative to the

ﬁ polarization. The nonlinear polarization acts as a source of
{

-1

NN A

A 4

dz d4 d6 d8
A)
" i B
v : : : spontaneously emitted electromagnetic radiation in Max-
v ( v well's equationd41,49. The second-order differential equa-
tion connecting the polarization to the electric figleq.
FIG. 3. Some energy ladder Feynman subdiagrams represent&i21(a) of Shen[49]] is linear in both the electric field and
by the double-sided Feynman diagrdd for a system with two  the nonlinear polarizatiofif we ignore the field dependence
sublevels in each electronic state. There are 16 energy ladder supf the source polarization A Fourier decomposition
giagrams IOf everyldoEbIe-siﬁe: diagram in Eig- 2. Of thbel 16 lsufbinto complex frequency-domain electric fields and
iagrams forD 3, only the eight beginning in the upper sublevel o - : -
the ground state are shown. Time runs from left to right with l‘ield-s_ouozCe polarizations is ~ (;?erefore pc_)SSIbldESig(w)_
matter interactions in the order b, andc. The wavy line on the = J - =Esig(t)explwt)dt and P**)(w) are defined as the in-
right indicates the radiating polarization. Subdiagragsandd,  Verse Fourier transforms @gg(t) and PG)(t). The infinite
represent ground-state bleaching of the initially excited transitionplane wave and negligible pump depletion approximations
while subdiagramsl; andd, represen¥-type double resonances. give Ea(w,F)= IAEa(w,O)exp(IzaT), a=a,b,c [49]. Assum-
Subdiagramsis—dg all represent resonant stimulated Raman pro-ing slow changes in complex spectral amplitudlg( w,2)
cesses. Note that only subdiagrathsanddg involve all four levels EEsig(w,z)exp(—ikz) over a Wavelength|,¢92ésig(w,z)/&zz|

and four different transition dipole matrix elements. Subdiagdgm <|k(7é N Z)/(?Z| (slowly evolving wave approximation
can radiate outside the spectrum of the excitation pulses. The othtlg4]) tﬁgnw),/ields the fieldyat the sa?mple exit: PP

eight subdiagrams originating in the other sublevel can be groupe!
in the same way, and a similar grouping holds for the 16 energy
ladder subdiagrams belonging to all eight double-sided diagrams. Esig(w)=

2l

i wP®)(w)sing AKI/2)exp(i AKI/2).

projection operator and hence Hermitian, the product of tran- (12

sition momgnts must be rgal. I.f only three levels are involvedrhe proportionality of the spontaneously emitted fieldato
(e.g., subdiagramsl;—dg in Fig. 3: V- or A-type double (charge velocityrather thanw? (charge acceleratiomesults
resonances in optic§72] regressively connected transitions from the infinite plane-wave approximati¢é]. This spon-
of orderq=0 in NMR [70]), the product can be rewritten as taneous radiation factor has been included in two recent
MabManMbcine and must be real and positive or zero. Nega-treatments of second-harmonic frequency-resolved optical
tive real products, which are possible for subdiagramand  gating [25,26. (In the treatment of Ref[26], the infinite
dg in Fig. 3, were first observed for four-level transitions in plane-wave result was multiplied by an additional frequency
strongly coupled\BX spin systems by two-dimensional Fou- factor arising from diffraction limited focal spot size depen-
rier transform magnetic resonan¢@3]. These four-level dence on wavelengtf81]. The complex space-time evolu-
four-wave-mixing transitions will be called “parallel” by tion[54,82 of four-wave-mixing signals with focused beams
analogy to magnetic resonaneey are designated parallel is not treated herg.Imperfect phase matching can lead to
to orderg=1 in NMR [70]). In nonlinear optics, vibration- phase shifts of the signpé.g., the expAkl/2) factor abové
electronic four-level signals have been known as cohererdind complex interactions between propagating phase-
anti-Stokes Raman scatterif@ARS) or coherent Stokes mismatched signal and excitation pulses have been studied
Raman scatteringCSRS [40,49, and some known four- through their effect on the signal enerf8]. Perfect phase
level signals(e.g., subdiagranu; in Fig. 3) require three matching Akl=0) will be assumed, so that these complexi-
excitation frequencief74,75. The product of transition di- ties disappear. For narrowband pulsesmay be approxi-
poles in Eq.(11) is real and negative for a four-level transi- mated as constarjw= wysgn@)], and Eq.(12) indicates
tion involving thev =0 and 1 levels of two electronic states that the emitted signal field lags/2 behind the nonlinear
with slightly displaced but otherwise identical harmonic po-source polarization. Ignoring the frequency dependence of
tentials. the refractive indexn(w) (which is reasonable for dilute
The above discussion assumes that the four transitions attiromophores in transparent media if the pulse spectrum is
connected in a closed cycle as in Fig. 3. In the presence afot too widg, Eq. (12) becomes the Fourier transform of a
relaxation processes that transf@6,77 or generate coher- derivative, to yield
ence[78,79, a closed-cycle connection may not hold, and -
the above demonstration that the transition dipole product is E . (t)=— 2_7"' dP™(1) (13)
real breaks down. If the Hamiltonian is invariant under time Sigh '

n(w)c

nc dt
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wherel is the Iength of the Samplﬂ, is the refractive index P(3)(ksb) was calculated from qu) For excitation by col-

Of(sghe medium,c is the speed of light in vacuum, and |inear pulsesa andb, the three pulse nonlinear polarization

P(t) is given by Eq(8), (9), or (10). Equation(13) can be P (k) was calculated from Eq10). The excitation pulses

useo_I to calcula_te the signal electric field from the thwd-orderhad Gaussian envelope&t) = e, exp(— 2 IN[2]t/2) with in-

nonlinear polarization. tensity full width at half maximunt, and transfgrm limited

For a two-level system in the optical Bloch limit, the non—t y | oh D= t with P f

linear polarization can be explicitly calculated fdfunction ~ €MPoral p asap(t)=w,t with carrier frequencyw, (a

=a,b,c). The response function®, were given by Eg.

ulses[84]. Fort=0, the signal field is given b ; ) .
P (84] ¢ g y (8.195 in Mukamel's monograpl41] with the line-shape

27l - function g(t) given by Eq.(A2) in the Appendix. The inte-
E(t,7,T)= E(rq wgg) exd —T(t+]7])] grals overr,, m,, and 7, were computed using the Gauss-
Legendre quadrature routim@®ULEG.F [85]. The interaction
Xexp(—T/T1)cog weg(t—17)+ ] times 7, in the triple integrals ranged ovet<{t,)+2.5,
X[1=(1/2)8(T)6(— )], (14 wheret, is the Gaussian pulse duration. For most calcula-

tions, six quadrature points for each integral were enough for

. . . . convergence to better than the accuracy limit imposed by the
wherewe is the (positivg electronic transition frequency, +2.%, range. To check the algorithm and code, several sig-

is the dipole decay rate (Ilj), T, is the population grating nals were calculated and compared to published results
lifetime, and ¢=arctan{"/w.g) is an extra emission phase [60,64,84 (for details, see Ref87])

Sh'.ft' No 5'9"?""' IS gmltted before=0. ForT=0, a.d|sc':ont|- Figure 4 shows surface plots of the calculated signal
nuity in the signal field occurs at=0, where the field jumps pseudofields Fygt) (left column and pseudo-field-

by a factor of 2 for positiver. Mathematically, pulses envelopesi(t) (right column as a function ot for many

straddle the discontinuity i8*) at 7,= 7, for negativer | a1,e5 of7 at four fixed values of. The system is a Gauss-
(which reduces the signal by a factor of, 2vhile pulses ian  oscillator [M(t)zexp(—tzhé)] with 7,=100 fs,

straddle the continuous proper-improper boundaryrat (\/27¢) =600 cniL, and (0eg27C) = 1000 enl A was set

= 7. for positive . Physically, scattering pulde off a grat- usin : 5
. ) g the high temperature relatick?=2\kgT/% at tem-
ing that is halfway formed by and c compensates for the perature of 298 K. The frequenaye, and reorganization

half.—c.:omplete fo_rmation 9f thab grating atT_=0 only for energy\ were chosen to yield only a few oscillations of the
p03||t|ver71-: quuatlon(ll_;l) dlrfefrs _T_rorg Eg'(l) glveﬂ by_ Hyt;: signal field for ease of visualization. The calculation used
et ol oo ooy oo v e ey mpusive puises =015, 0 hesgnal s zer o
of an approxinaaten/z phase shift The polarization emis- t<0 and reflects the impulse response. Signal fields are
shown forT=0, 1 fs, 50 fs, and 1 ps. In all four panels,

sion ylel_ds an additional phase shift afc‘.%(eg’ of the . Fqi(t) oscillates in both thé and = dimensions. The varia-
emitted field through the decay of the nonlinear polarlzat|0n[i0r9l in the phase of the oscillations in battand = encodes

envelope. In the case of large Gaussian mhomogeneOLﬁe transition frequency onto the signal even after the initial

broadening [center wg, full width at half maximum ;
T . ) . . coherence has decayed. The phase referenced Qovaries
8In(2)o], the emitted field has a time-dependent amp“tUde\Nith 7 approximately asveq. A Fourier transform of these

change and emission phase sfqbf@t).:arctglﬁoz(t—r)/ o). signals with respect to leads to peaks centered at the ab-
The apparent complexity of the radiated field suggests tha§orption frequency® (weqt \).
|5(3)(w) obtained from the inverse Fourier transform of the At T=0 [Fig. 4(a)],evgvhen the pulse duration is longer
field using Eq.(12) may be more useful for microscopically than the population tim@, there is a sharp twofold rise in
qriented investigati_ons. In the following numerical calcula-the calculated field and field envelope 2t 0. As in the
tions, the “pseudofield” Bloch modelEq. (14)], this jump disappears at= 1 fs[Fig.
1 4(b)], when the pulses no longer overlap. Ao 0 and 1 fs,
_ = 5(3 ; the emitted signal can be characterized as a stimulated pho-
F)= 2w ffool sgr@)PO(w)exp—iot)dw (19 ton echo: for g given value of, the maximum in the signalp
as a function oft occurs as an echo at 7 [4,5,88. This
is used to remove the time-dependent amplitude and phaseriation of signal emission time withis the signature of an

shifts caused by polarization radiation. effectively inhomogeneous rephasing process.TAt50 fs
[Fig. 4(0)], there is still some movement of the signal enve-

envelope’s shape does not vary witland the signal is more
All calculations were done on Intel-based 300-MHz per-properly characterized as three-pulse scattering.

sonal computers using Microsoft Fortran 4.0. The algorithm  Figure 5 shows the same calculation with 20-fs pulses for
for the triple convolution was based on code generously proT=0 [Fig. 5a)], T=50fs [Fig. 5b)], and T=1 ps [Fig.
vided by Dr. Jae-Young Yu, which was modified to compute5(c)]. The differences between the signals calculated with
the triple integrals in Eq.(8) while fully exploiting the impulsive pulses and the signals calculated with finite band-
rotating-wave approximation. For noncollinear excitationwidth pulses is their extent in time and the displacement of
pulses, P®)(ks,) was calculated from Eq.(8), and the peak of the signals in thedimension. The finite band-
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FIG. 4. Signal fields and field envelopes calculated with impulsive piitesintensity full width at half maximuntFWHM) is 0.1 fg
for T=0 (a), 1 fs(b), 50 fs(c), and 1 pdd) for a Gaussian oscillator with time constart=100 fs. Each field and field envelope has been
normalized so that each of the signals peaks at the same value. The phase modulation in the signal is such that a slice alortgpeither the
T axis yields a signal that oscillates near the Bohr transition frequengy=(1000 cm'}). The discontinuity in the signal at=0 is present
only when the excitation pulses overlap. A0 andT=1 fs the signal displays “echo” behavior; the time of maximum signal envelope
e(t) changes withr. At T=50fs, the time of maximum signal envelope stills shows sendependence; bf =1 ps the signal envelope
maximum is independent aefand peaked dt=0. ForT=0, 1 fs and 50 fs, the maximum integrated signal energy occurs at(i.e., a peak
shift is observey] while for T=1 ps the field peaks a@t=0 for all 7.

width signals persist longer in both theand ~ dimensions. Figure 6 shows the signal fields and envelopes for signals
The three pulse echo “peak shiftivalue of r with maxi-  measured in th&,, andkg, directions of a noncollinear ex-
mum signal energy integrated over{5,60] to positiveris  periment, and the signal field and envelope of a pulse-pair
larger for longer pulses, but has decayed to zeroTby pump-probe signalthe probe field and FID are not in-
=1 ps for both impulsive and 20-fs pulses. Fb=0, the cluded. In pulse-pair pump-probe measurements the three-
sharp rise observed at=0 for 5-function pulses has become pulse signal is a sum of the two oppositely phase-modulated
a derivative discontinuity consistent with the switch from noncollinear signals in the directioks, andkg,. The sig-
scanning pulsé (negativer) to scanning pulsa (positive 7) nals shown were calculated &t 1 fs with impulsive pulses

at 7=0. This derivative discontinuity is also evident in the (t,=0.1fs) for the Gaussian oscillator used in Figs. 4 and 5.
calculations shown in Fig.(@) of Ref.[60]. Figure 3 of Ref.  The fields emitted in thé, and kg, directions are mirror
[89] shows experimental evidence for a three-pulse echo démages of each other about=0. Each is phase modulated
rivative discontinuity atr=0. but not amplitude modulated. In the pulse-pair pump-probe
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FIG. 5. Signal fields and field envelopes calculated from a Gaussian oscillator with time cogstd®0 fs, with 20-fs intensity FWHM
pulses forT=0 fs (a), 50 fs (b), and 1 ps(c). The discontinuity alf=0 andr=0 for &function pulses in Fig. 4 becomes a derivative
discontinuity for finite bandwidth pulses. This derivative discontinuity appears only when the second and third excitation pulses overlap in
time (the pulse duration is greater than population pefiadThe echolike behavior of the signal envelope for sridflas been obscured,
but is manifest in the signal maxima at positivéVith 20-fs pulses the peak shift is larger than for impulsive excitation=a0 and 50 fs,
but has again decayed Ay=1 ps. The phase modulation is essentially unaffected by the pulse duration.

configuration k,=Kksp), the interference between the, The use of excitation pulse phase to control the phase of
and kg, signal fields produces a signal that is amplitudethe signal has been exploited to isolate desired signals in a
modulated as well as phase modulated. The sum of these tview nonlinear optical experimen(td6,91. Strategies for sys-
oppositely phase modulated fields produces amplitude moduiematic isolation of high-order nonlinear signals of interest
lation when the two fields overlap in time. The pulse-pairby phase cycling the excitation pulses and receiver phase are
pump-probe field contains time intervals when amplitudewell developed in magnetic resonarf&9,70. Implementa-
modulation dominatest{&0 and r~0) and intervals when tion of these strategies with broadband pulses requires gen-
phase modulation dominates~{|7|>0). The amplitude eration of constant spectral phase shifts by acousto-optic dif-
modulation has full constructive interference &t0, and fraction or frequency-domain phase shifting of individual
persists well outside thé-function pulse overlap at=0 but  Fourier components.

does not extend over al[90]. If the sum of the emitted field For broadband pulses, the spontaneous radiation of the
and the third(probg pulse is frequency resolve@2], the  nonlinear polarization produces a field that is not a simple
in-phase (absorptive/emissiye components of this signal =/2 phase-shifted version of the nonlinear polarization. The

field can be selectively detected. slowly evolving wave approximation used to obtain the
spontaneous radiation phase shift is surprisingly accurate for
V. DISCUSSION pulses as short as one optical cyftl]. For a Lorentzian

line, the spontaneous radiation produces an extra constant
Measurements of the phase shift of a third-order nonlineatime-domain phase shift detectable only by measuring the
signal relative to the excitation pulses can be used to comphase shift relative to the excitation pulses at the sample
pletely characterize the third-order nonlinear response bge.g., using the method outlined by Gallagkéal.[35] with
cause the unknown absolute phase common to all pulses caoptics held to tolerances sufficient to eliminate constant
cels out [35]. Phase control and phase-resolvedphase differenceg38]). For an inhomogeneously broadened
measurements thus open up new directions in nonlinear ogample, the radiation produces a signal chirp which is mea-
tics. The systematic treatment of the phase of nonlinear opsurable by frequency-resolved optical gating or other imple-
tical signals given here provides a theoretical foundation fomentations of spectral interferometry. For perfect phase
such explorations in resonant four-wave mixing. matching, Eq(12) can be used to remove complex radiation
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FIG. 6. Signal fields and envelopes for the two noncollinear phase-matching geontefgies: k,+k,+ k. (8 andkg,=k,—kp+k;
(b), and the pulse-pair pump-probe geometgy= K, (c). For thek, noncollinear geometry, the initial value of the signal fieldat0 is
cosinusoidally modulated at the initial dipole oscillation frequency-as. 47 (phase modulation but the envelope varies smoothly with
(no amplitude modulatign For the noncollineaks, signal, the phase of the signal field is modulatedoggr in a counter-rotating sense to
the kg, signal field. By collapsing the fields emitted in tkg, and kg, directions onto each other in a partially collinear geometry with
k,=kp# k. with signal wave vectok,, the signal field becomes amplitude modulated when the countermodulated signals overlap in time,
and phase modulated when they do not. Amplitude modulation at the initial dipole oscillation frequency can be seen in the oscillations of the

field envelope near=7=0. At larget and|7|, the signal field envelope is not amplitude modulated at electronic frequencies, but the signal
fields are still phase modulated.

dynamics(using only the refractive index and frequein¢y  tions presented here, and may underlie the negative pump-
reveal the nonlinear polarization. probe signals previously calculated for a two-electronic-state
The role of the transition dipole product in altering the system at low temperatuf€1]. The negative signals in these
phase of a four-wave-mixing signal is interesting because inonperturbative calculations of pump-probe signals were in-
may provide a way to measure the relative phase of fouterpreted as resulting from absorption increases caused by
different transition dipole matrix elements. For example, itpopulation transfer to unpopulated vibrational levels though
may be possible to measure the relative signs of four differimpulsive stimulated Raman scattering.
ent Franck-Condon overlap integrals in an electronic transi- The utility of the delay dependent phase modulation be-
tion by phase-resolved four-wave mixirithe product also comes apparent whahfunction pulses are considered. Then
appears in quantum beatsThis vibronic transition dipole the third-order polarizationP®=(S®)+c.c.) exhibits a
product is included semiclassically in the numerical calculapulse-delay-dependent phase shifty= at the Bohr fre-
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quency of the initially excited dipole even while emitting at (6)] contain phase-modulated contributions from only one of
a different frequency. In the fully noncollinear case, thesethe two noncollinear signals, and will remain phase modu-
optical frequency oscillations which encode the initial exci-lated in the collinear case. In contrast, the two orderings with
tation frequency occur only in the phase of the polarizationr,> 7. and 7,> 7. [the two top terms in Eqs5) and (6)]

and not in the amplitude. Since the pioneering work of Refwill have oppositely phase-modulated contributions from
[1], most treatments of photon echoes have followed Hahn'goth noncollinear signals. The sum of these two oppositely
treatment of spin echoes in the rotating fraf®2]. Many  phase-modulated signals will be at least partially amplitude
equations for nonlinear optical signals assume delays of thgodulated, so the collinear signal will be both amplitude and
carrier wave type generated in magnetic resonadi8&.  phase modulated. Another valid view is that the collinear
Some expressions for the third-order polarization or emitte%mplitude modulation simply results from the excitation
field explicitly differ from Eq.(8) only by predicting a phase g4 rce(pulsesa andb) blinking on and off throughout the
modulation at (peg—wo) 7, Where wg is the carrier fre-  gympje a5 the delay is varied. The description of amplitude
quency of the excitation puls¢e.g., Ref[49], EQ.(21.22;  qqyation as arising from superposition of two oppositely

Rﬁf' [41]h(Eq. 10.'13]' Thesel eqdualltlons rprzdlct trr:e flg?al phase-modulated signals is valuable because it emphasizes
phase when carrier wave puilse delays are usegl, nuclea the role of the material. As an example, a material with a

magnetic resonance, the optical experiments of Warren anr%sonance which is narrow compared to the pulse spectrum
Zewail [46]). The cosinusoidal phase modulation ai P P P

—wq) 7 for carrier wave delays does not reveal the sign of°an produce amplitude-modulated signals Wh.iCh persist out-
(weg— o). [93] In contrast, Eq(8) shows that phase modu- side the range of temporal pulse oyerllap..Th|s result can be
lation as a function ofr generated by envelope delayed understood .from a.frequency dc_)mal_n view: the spectral com-
pulses provides absolute frequencies; . pongnts which excite the materla! will all pllnk _together until
Although their equation for the polarization was written in thg interpulse delay exceeds the inverse linewidth qf the tran-
the rotating frame, the authors of REE2] clearly discussed Sition. Frequency- and delay-dependent modulation of the
phase modulation of the polarization as a functiorrof the ~ POSition of excited molecules within the sample in the non-
lab frame for two pulse echos. For an inhomogeneouslgollinear case becomes modulation of the excited state popu-
broadened sample, signal phase modulation at the initiddtion throughout the sample for collinear excitation.
electronic frequencyroducesphoton echos. The situation  In the absence of relaxation, the final frequency can in-
for three-pulse echoes is somewhat different because thesolve both new upper and new lower states.(;) for 7
can persist after electronic coherence is gpHeln particu- ~ >0. V(weg) Or A(wey) double resonances with one com-
lar, echo amplitude beats have been observed as a function mfon level can appear for all The four-level parallel four-
7 for T exceeding the upper state lifetinTg [8,9], and the  wave-mixing signal ey andwe::) in the absence of relax-
initial electronic frequency has been recovered from a phaseation has no frequency domain double resonance analog but
modulated signal for whichT exceeded the electronic is known from investigations of CARS/CSR67,70,71 and
dephasing timeT, [36]. The storage of the electronic multilevel interference effects in photon echdsge refer-
frequency-dependent phase can be illuminated by considegences in Mitsunaga, Kintzer, and Brewds]), and provides
ing interference between single spectral components ofaluable information about the level structure. When cross-
crossing plane wave$86]. Crossing waves produce a spatial relaxation takes place durinfy the signal can involve new
intensity gratingl (r) =21 (1+cog(k,—Kp) -t —w7]), where  upper and lower states for any The signal phase modula-
| is the intensity of a single beam is the frequency, and  tion with 7 provides a way to connect the final emission
is the delay produced by path-length differences=a0. As  frequency to the frequency of the initial dipole oscillation
Tincreases, the grating maxima move continuously along thevhich caused it. This correlation of initial and final frequen-
directionk,—ky, so thatwr can be regarded as the phase ofcies under the inhomogeneous linewidth provides not only
the grating. For excitation of an inhomogeneously broadenethe difference frequencies seen in intensity b¢at&2,14,
two-level system by broadband pulses, each resonant frésut also absolute frequency information not present in differ-
quency produces an independent population grating witlence frequency beats. This correlation is conveniently repre-
phasewy7. A grating phase shiftp leads to a phase shift sented in the frequency domain by two-dimensional Fourier
m¢ in the mth order of diffraction. Phase modulation of the transformatior36,55,70,94 Femtosecond 2D Fourier trans-
population grating, which is stored in the spatial position ofform spectroscopy should be a useful probe of correlation,
the excited and unexcited molecules, translates directly intdisorder, and electronic coupling, and their time develop-
phase modulation of the scattered signal fl@d]. It should ment[10,15-17.
be emphasized that phase modulation at the initial dipole A few macroscopic factors which influence the phase of
oscillation frequency can be observed with a third pulse evetthe signal have not been treated here. Perhaps the most ob-
afterall molecular coherences have been destroyed. vious are phase mismatch and propagation/depletion of the
When the first two excitation pulses are collinear, the suwaves as they travel through the sample. The finite beam
perposition of noncollinear phase-modulated signals prodiameter can also give rise to phase shifg., Guoy phase
duces an amplitude and phase modulated signal. Comparirghift in passing through a focu§65]. The combined effect
Egs.(5) and(6), a signal generated by collinear pulseand  of spatial and polarization radiation phase shifts merits in-
b may exist for all six pulse orderings. The four orderingsvestigation using the slowly evolving wave approximation
with 7.> 7, or 7.> 7, [the bottom four terms in Eq¢5) and  developed by Brabec and Kraugz4,81,82. The influence
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of crossing angle broadening and dependence of the signe¢asonable model for the electronic states of molecules in
diffraction angle on frequency also deserve exploration.  condensed phases. A fundamental quantity in the Brownian
oscillator model for four-wave-mixing signals is the Bohr
V. CONCLUSION transition frequency correlation functiavi(t),

Five sources of constant phase shifts for resonant, fully
phase-matched, noncollinear four-wave-mixing signals have

been identified: the signs of the frequenciaedsorption vs M(t)= Mzﬂ (A1)
emission; the phases of the excitation pulses; the transition (Aw®)

dipole product; coherence oscillation during the delays be-

tween pulses; and the spontaneous radiation dynamics of théhereA w(t) =(w)— o(t) [60]. (w) is the average transition
nonlinear polarization. These factors are all relevant to exfrequency, and the brackets indicate an average over the
periments with a broadband phase-matching geometry on oground-electronic-state coordinate probability density. Since
tically thin samples: phase matching and propagation issuggi(t) is a correlation functionM(0)=1 and[dM/dt],_,
add further complexity. The excitation pulse phase can, in=0. Physically, the electronic excitation of the chromophore
principle, be experimentally controlled, and may be usefuls too fast for the nuclei to respond instantaneously.
for separating different types of signals. The effects of spon- The multimode Brownian oscillator model uses a fre-
taneous radiation dynamics can be removed in the frequengency correlation functioM; (t) for each mode. The cor-
domain. The electric fields of noncollinear four-wave-mixing relation functions for damped harmonic motion are given in
signals are phase modulated at the initial dipole oscillatiorgq, (20) of Ref. [95]. In the high temperaturekgT/% > w;)
frequency by the delay between the first two pulses. limit, the homogeneous line-shape function for each mode,
There is a simple physical picture of this phase modulay,(t), is given by[95]
tion. The first pulse excites coherently oscillating dipoles
throughout the sample. The second pulse stores the dipole
phase in the frequency-dependent, periodically modulated
position of excited molecules within the sample. Upon exci-
tation by a third pulse, this molecular excitation grating acts
as a source of spontaneous radiation which imprints the grat-
ing phase onto the phase of the diffracted signal. It is impor-
tant to emphasize that the initial dipole phase can be recov- T weg+4 ‘
ered by the third pulse even aftalt molecular coherence has \
been destroyed. If the signal fielthcluding constant phase (\’
shifts relative to the excitation pulseis measured for a se- 21N
ries of delays, the signal can be separated according to the \
coherence oscillation frequency by Fourier transformation 4 \
with respect to the pulse delay. This provides a route to A\

frequency resolution within the pulse spectrum in nonlinear '

spectroscopy. Similar labeling is possible using a closely re-

lated amplitude modulation of signals in partially collinear R
J2kT/he

\
Difference
Potential

h

geometries. Coherence labeling should be valuable for stud-
ies of level structure, vibrational and excitonic coupling, re-
laxation dynamics, and examination of correlations hidden Energy/h |
. . L 2
by inhomogeneous broadening. +o <7 A=-od
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_ t , [t [h an inverse function of w(q)=(weqt\—w;qd). This
gi(t)=l>\if0dt1Mi(t1)+Ai LJO dt;dtoM;(t2). yields g(w)xexgd—(o— (weg+)\))2/2A2] where A2
(A2) = 2(ksT/A)\.

The overall homogeneous line-shape function in the mul-
\; is the reorganization energy of modeand A? is the timode Brownian oscillator model is given by(t)
coupling strength of theth mode to the bath. The Brownian =2g;(t). The steady-state absorption and emission line-
oscillator line-shape functions used in these calculations aghapedfor Einstein B are
sume the bath has no memory of earlier states of the system,
and are valid only in the high-temperature lirf@6,97]. _

Figure 7 iIIustrétes the Bgrowniaﬂ oscillator parameters. It 9ol @) e(f dtex ~i(o—wegt]exd —gt ]}
is assumed that the ground- and excited-state potentials are
harmonic with the same vibrational frequencies. Each
oscillator is displaced by the dimensionless normal mode gf(w)“—Rﬁ’J dtexd —i(w— wegtlexd —g (t)]]
displacement];, so that\;= (1/2)w; d|2, and the total Stokes (A3)
shift is 2. =23 \;. In the semiclassicalhigh temperatune
limit, A and A? are related byA?=2(kgT/%)\; [95]. The  Since the additive line-shape functiay(t) appears in an
width of the spectrum can also be obtained by classicagxponential that is Fourier transformed to yield the spectrum,
Franck-Condon coordinate-frequency  mapping(q) the effect of each mode on the spectrum is a convolution.
=[Ve(q) —Vg4(a) 1/4 [98]. The classical thermal distribution The imaginary part ofj(t) determines the center frequency
of vibrational displacementsq is given by P(q) of a transition, while the real part determines the width. Ex-
=Vhw,27kT ex —hw,q42kT]. The absorption lineshape pressions for the third-order impulse response functRyria
glw) can be expressed asy(w)x—P(q)/(dw/dq) Eq. (3) in terms of the line-shape functig{t) may be found
=P(q(w))/wid, where q(w)=(weqtA—w)/wid is inEq.(8.19 of Mukamel's monograpi41].
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