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Microwave spectroscopy of heliumlike Rydberg states of Hland D,: Determinations
of the dipole polarizabilities of H,™ and D,* ground states
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The fine-structure intervals separating the highest=9 and 10 Rydberg states ofldnd D, bound to the
v=0, R=0 ground states of {1 and D,* have been measured precisely with microwave spectroscopy and
used to deduce the isotropic dipole polarizabilities of the ground states of both these ions. The results,
ag(H,")=3.167 96(15%3 and ag(D,")=3.071 87(54%3, agree witha priori theory to within about 0.02%,
but the H* result indicates that the theory is incomplete at this level.

PACS numbd(s): 33.15.Kr, 33.15.Pw, 33.20.Bx

[. INTRODUCTION because of the extremely weak coupling between the non-
penetrating high- electron and the ion core. The high-
Microwave spectroscopy of high-Rydberg states of j1  eigenstates are very close to the zeroth-order description,
has proven to be an important source of information abouwhich characterizes the system by the quantum numbers of
the H,* ion. In these studies, the weakly bound and nonpenthe free ion core £,R), the hydrogenic Rydberg electron
etrating Rydberg electron acts as a sensitive probe of theh,L), and the additional quantum numbir which gives
electric and magnetic properties of the ion binding it in itsthe total angular momentum of the systeexclusive of
orbit. Studies of Rydberg states bound to the0, R=1  SPiN,
state of H* have resulted in measurements of the quadru-
pole moment and dipole polarizabilitigd] and hyperfine

constantg 2] of that state, as well as a determination of theyhereR andL are the separate angular momenta of the ion
rotational energy interval separating it from the0, R=3 core and Rydberg electron, respectively.

state of H* [3]. All these measurements have been precise Deviations from this zeroth-order description are de-
enough to stimulate improved calculatiddg which, except  scribed by an effective potentifd],

in the case of the K hyperfine constants, give good agree-

ment with the measurements. Recently, a study of Ihjgh—v (5.7)=— Q(p) P, (COSH) — i

Rydberg states of jand D, bound to thev=0,R=0 ground "’ r3 72 r4

states of H and D,* was reported, which led to a determi-

nation of the dipole polarizabilities of both ion ground states % ( as(p) + Mpz(cosg)) — ®(p)

N=R+L,

[5]. That study has now been extended, and this paper re- 2 3 r°
ports its final results. Five additional fine-structure intervals 1(Co(p) Cilp)
have been measured, and those reported earlier have been X P,(cosf) — _6( oup) 1P
improved in precision. This makes a total of 15 fine-structure r’\ 10 7
intervals, eight in H and seven in R The wider pattern of 12C,(p)

improved data gives higher confidence in the determinations X P, (cos6) + g p4(cosg))
of ag. In addition, the calculations of higher-order contribu- 35

tions to the fine structure, which appear as corrections in the 1

analysis by which the polarizabilities are deduced, have been + —5[2 Bs(p)+ 3 Br(p)P,(cosh)]
improved, reducing their contribution to the uncertainty in r

the polarizabilities. Together, these two improvements lead 1 (E4(p) Ex(p)

to a reduction in the uncertainty efs by as much as a factor i P,(cos6)+ T P4(cos6)

of 5 over the initial report. A number of improved calcula-
tions of ag have appeared since the initial report, providing a e (1)
timely comparison with the new measurements. The com-
pleted experiment is described in detail below, along with avhere g is the internuclear axis of the J ion, f is the
full discussion of the data analysis leading to the determinacoordinate of the Rydberg electron relative to the ion’s cen-
tion of the polarizabilities. ter of massg is the angle betweep andr, and all terms are
The hight Rydberg states of H(or D,) differ qualita- in atomic units.V¢ has no dependence on the coordinate of
tively from lowerL Rydberg states of the same moleculesthe inner electron, but depends implicitly on this electron
through the parameters that appear as coefficientg4n In
addition, Q is the quadrupole momentg, @1 are the scalar
*Permanent address: Dept. of Physics and Astronomy, Youngand tensor adiabatic dipole polarizabilities,is the hexade-
stown State University, Youngstown, OH 44555, capole momentC,,C,,C, are the adiabatic quadrupole po-
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larizabilities, B, Bt are the scalar and tensor nonadiabatic ion pre-ionization
dipole polarizabilities, andE, ,E, are the adiabatic dipole- %" and deflection Rydberg
octupole polarizabilities. The Rydberg fine structure can be Cs cell ’_L |\ fregon dclﬂ"{
described by a perturbation expansionvig;: steering ? =N N1
magnet LIR 1 LIR 2
E(v,R,n,L,N)=E(»,R,n)+E*(»,R,n,L,N)+EL?]
X(v,R,n,L,N)+EFB(v,R,n,L,N)+---. 27K 27K YK
(2) [ 1] (1] e 080

The zeroth-order energgl® does not contribute to the fine
structure since all states of commerR,n are degenerate in vk 10K 10K
this order. For states witR=0, such as those studied here,
only the scalar terms iV contribute toE!Y), and these L1 sefes o oo

produce a fine-structure pattern consisting of a single eigen- 101 101 101

state for each value df. Except for its scale, this pattern is ~ FIG. 1. Schematic diagram showing the major components of
similar to the fine structure of atomic helium, and so we refelthe apparatus. The incident ion beéiy™ or D,*) is neutralized in

to these Rydberg states of ldnd D, as “heliumlike.” For  the Cs vapor cell. A region of strong electric field removes any
high-L levels, the contribution of successive scalar terms inemaining ions and also Stark-ionizes Rydberg electrons in weakly
Vi decreases rapidly as the inverse power oncreases, bound states. Two CQlasers, LIR1 and LIR2, drive transitions
and the leading term, proportional &g;, dominates the fine- upward fromn=9 or 10 to a weakly bound level. The region of rf
structure pattern. The higher-order perturbation ene,@{igs electric field causes transitions between fine-structure levels of the
andE!®! are generally small corrections to the structure. Oursamen. Finally, the Rydberg detector Stark-ionizes and collects any
approach in this experiment is to find, from the experimen-Weakly bound Iev_els. The level diagram below illustrates the se-
tally measured intervals, an estimate of the energy interva/guence of populatlon transfers usgd to observe the resonance signal
due toE[Y alone, by subtracting calculated contributions of corresponding to the 1010K transition.

E[?) and El®] and relativistic corrections from the measured

intervals. The variation oA E*! with L can then be used to the S/N ratio for the fine-structure measurement. In previous

separate out the leading contribution and deternaige studies, it was noted that a single-stage preionizer was less
effective in reducing background for a,Hbeam than for a
Il. EXPERIMENTAL TECHNIQUE helium beam. Presumably this is because of repopulation of

highly excited Rydberg levels after ionization resulting from

The Rydberg fine-structure measurements reported heteansfer of rovibrational energy into electronic excitation, a
are obtained using techniques similar to those used in past Hbrocess that has been studied elsewli8teOur two-stage
[1] and helium[6] fine-structure measurements. A fast Ryd- preionizer consists of two short regions of strong longitudi-
berg beam is obtained by charge transfer from an acceleratethl electric field, separated by a region of zero field. With
beam of B* or D," ions. Specific fine-structure levels in the this device, we observed background ion current comparable
fast beam are detected by a three-step process consistingtofthat obtained with an atomic helium beam.
(1) resonant excitation to a very highly excited state using a (3) Use of an improved Rydberg ionizer/detector. This
Doppler-tuned CQlaser,(2) Stark ionization of the highly device consists of two regions of longitudinal field with a 3:1
excited state, an@) collection of the resulting ion current. field strength ratio. This design ionizes, at a specific location
Direct fine-structure transitions are induced with rf electricin space, all Rydberg levels that Stark ionize over a factor of
fields and detected by the consequent change in populatidhin field strength. The potential at that locatiovig] results
of the detected fine-structure level and the associated ioim an energy boost to these ions which allows them to be
current. Figure 1 shows a schematic diagram of the majoseparated from ions produced in other ways, such as colli-
components of the apparatus, along with a generic level diasional ionization along the beam path. Following the ionizer,
gram describing the experiment. an einzel lens focuses the signal ions and deflection fields

A number of apparatus improvements were made for thisteer them into a Channeltron electron multiplier. For tuning
experiment which greatly improved the signal-to-ndiS&N)  purposes, these deflection fields can be reversed, and the sig-
ratio over past limeasurementdl]. These included the fol- nal focus adjusted while the signal ions are viewed on a
lowing. beam viewer (Colutron BVS-). The entire detector is

(1) Use of a Cs vapor charge-exchange €é]linstead of mounted inside a 10-in. conflat tee, and maintained at a pres-
a simple gas charge-exchange cell. This improves the fracure of less than %10 8 Torr. This reduces background
tion of the Rydberg population that is formed in the detectedons which are otherwise produced by collisional ionization
n=9 and 10 levels. of neutral molecules close to the point where Stark ionization

(2) Use of a two-stage preionizer after the charge-occurs.
exchange cell. The purpose of the preionizer is to reduce the The first step in studying the Rydberg fine structure is
population of the very highly excited states that would oth-obtaining CQ excitation spectra that resolve the fine struc-
erwise contribute to a background ion current and degradaure of the states in question. Figure 2 shows typical ex-
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amples of such optical spectra for, ldnd D,. Below the =0, while the oddR levels haved =1. This gives the oddR

experimental spectra are shown simulated spectra based @yels a 3:1 advantage in statistical weight in B,", how-
the calculated fine structure and an assumed pattern of relgyer, contains two spin-1 bosons which must be in a sym-
tive line intensities. All the lines identified in the spectra metric state. Thus, in P the everR levels have =0 or 2
come from Rydberg levels that are bound to ground vibra; 4 the oddR levels havel —1, giving the everR levels a

tional states of the core ions. Vibrationally excited states arg.3 5 4yantage in statistical weight. In spite of the difference
expected to rapidly autoionize after charge capture, and S relative intensities in the two spectra, tRe=0 lines are

are not _expected to appear in the_ spectrum. AS. an aid tgctually weaker in the Pspectra. In other words, even the
interpreting the spectra, the simulation shown in Fig. 2 sepal-

rates the contributions dR=0,1,2 levels. A striking differ- argest signals for pare .Sma”er than the weaR=0 lines
ence between the +and D, spectra is that th&=1 levels for H,. The reason for th|s is the much larger nyml?er QT.D
dominate the K spectrum, buR=0 and 2 levels dominate states populated in the ion source. Tihe0 fract|0n+|s esti-
the D, spectrum. It was because of the weakness ofRhe Mated to be about 9.0% for,F and 3.3% for Q" [10].
=0 lines in H that noR=0 lines were conclusively identi- Within the v=0 states, th&=0 fraction, as estimated from
fied in the initial reports of bispectra of this typg9]. Even & room-temperature Boltzmann distribution including the
with the higher S/N ratio of the present measurement, th@uclear statistics factor, is about 23% fog'Hand 45% for
R=0 lines are not completely resolved in thg spectrum. D,*. Here the factor of 6 statistical advantageRet 0 states
By contrast, in the B spectrum, theR=0 lines are among in D," is largely compensated by the smaller rotational in-
the strongest lines in the spectrum. The difference in relativéerval and the consequent higher degree of rotational excita-
line intensities in the two spectra is due to nuclear statisticstion. When the smallev =0 population fraction is also in-
H,* contains two spirfermions which must be in an anti- cluded, the fact that the DR=0 lines are weaker than the
symmetric state. Consequently, the ewdevels havel H, R=0 lines is in agreement with estimates.
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Precision spectroscopy of the fine-structure intervals is
obtained by using one of the optical resonance lines as
detector of rf-induced transitions directly between fine-
structure levels of the sanre For example, Fig. 2 shows an
R=0 line atE—E®=0.09cm ! in the D, 10-27 excitation
spectrum, which by comparison with the simulation is iden- 0.65cm
tified as the (0,0)185-(0,0)27¢4 transition. Since then

= i ioni Region A Region B

27 I_evel_s have_ been emptled by the preionizer, the strengt B 177 G DC - 2.0 GHz
of this signal is proportional to . the pqpulaﬂon of the IT| < 0.05 I < 0.07
(0,0)1Hs Rydberg state of B If, prior to this laser excita- ~—~ - -~~~ ~~""" """ "TT - TT"T"TT 777"
tion, the D, beam encounters a rf electric field whose fre- Xiz:%g;‘ﬁz:::um wall,
guency matches the transition to either of the two neighbor /

< 2.92 cm >

ing n=10 fine-structure levels satisfying thAL=%F1 T

selection rule, the rf-induced fine-structure transition car £ L 036 om x 0.94 em
change the population of the (0,00 level and the result- Region C % [

ing optical signal strength. Measuring the strength of the  DC-2.5 GHz 9:51 em
optical signal as a function of the rf frequency givesaway tac  [[<0.15 l

detect direct fine-structure transitions. Since the interactio--- - - - - - - - - - - - - - - —-—-———-—-——————-
time with the rf electric field is many times longer than the

interaction time with the C@laser, the resolution obtained

with the direct rf spectroscopy is many times greater thar

with the optical spectroscopy. With this method, the size ol gegion p
the rf signal is proportional to the initial population differ- 3.2-6.0 GHz
ence between the two coupled levels. In order to ensure thi  T1<0.05

such a population difference exists, an initial laser interaction . . )
region(LIR1) is used to deplete the population of one of the F_IG. 3. C_ross-secthnal geometries of the several rf regions used
two levels involved in the transition. The sequence of opticaf” IS experiment. Regions, B, andC are 5042 TEM transmission

and rf transitions used to observe a tvpical signal the|nes, while regionD is a standard rectangular waveguide. In each
101-10K, is illustrated schematically in Figypl gnal, case, thex shows the approximate beam position within the cross

) . . . . ._section. Also shown, for each region, are its operating frequenc
Four different rf interaction regions were used in this g P g req y

I - range and the maximum value of the reflection coefficient from one
study. The geor_netry of each region is illustrated in E|g. 3.end of the region.
Three of the regionsd, B, andC, were 50€) TEM transmis-
sion lines of various geometries. In these regions, the rf eleGsjectrons. To a sufficient approximation, these can be written
tric field propagates with a velocity either parallel or anti- as[11]:
parallel to the Rydberg beam. Th€s in Fig. 3 indicate the
approximate position of the Rydberg beam within the cross Hspin:[br' Se+e(l-p)(p-Se) +dR-S¢]
section of the transmission lines. RegioAsand B were
abou 1 m in length, while regionC was about 30 cm. A
fourth regionD consisted of an 80-cm length @-band
waveguide. The limited frequency range of each of the re-
gions, indicated in Fig. 3, made it necessary to use all four to —V(:+25.-SR), 3
access the transitions of this study.

The initial identification of theR=0 lines in the spectrais Whereb, ¢, andd are hyperfine constants of the free ibris
made by comparison with the simulated spectra. In manyhe total nuclear spin, arfg} ,Sg are the spins of the core and
cases, thd&®=0 lines are not fully resolved, but are blended Rydberg electronV, is the exchange energy, which is neg-
with other lines. After a rf resonance is found, the location ofligible for all but the lowest- states [ =4) studied here.
the relevant optical lines can be confirmed free of the overSince the effect of the interactions iy, is only to produce
lapping lines by measuring the rf resonance size as a functiotihe substructure on the rf resonances, we will assume theo-
of the two laser tunings. Once the tuning of both LIR1 andretical values of the hyperfine constaft2] to calculate the
LIR2 is optimized for the size of the rf signal, the signal is structure.
measured repeatedly and averaged to obtain the best possibleUsing these constantsi,, can be diagonalized within
SIN ratio. Figure 4 shows typical resonance shapes for ththe (0,0nL space. The results are illustrated in Fig. 5, which
9K-9L transitions in both isotopes. Another typical signal, shows the spin structure of a typical level (0,0ht0of both
the 9-9K, was illustrated in our earlier repdrd]. H, and D.. In the case of B the spin structure is very

The resonances of Fig. 4 show the influence of unresolvedimple. Sincel =0 for an R=0 state of H", there is no
spin structure on the resonance shape. This structure is duehgperfine structure, and the only spin structure results from
a combination of the hyperfine interactions in the ion corethe magnetic and exchange interactions ig;H These are
and the magnetic and exchange interactions between the tvexactly the same as the interactions that occur in Rydberg

™ Waveguide wall

«— 4755 cm ——>

a’Ry . . . . =
+—rr{LSR—ZL-SC+ZSR~[SC—3r(r‘SC)]}
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FIG. 4. Typical examples of rf resonance signals observed for o— 4
— 3

(a) H, and(b) D,. Both signals correspond to théK99L transition

for rf and molecular beam copropagating. The smooth curves cor- rg. 5. Calculated spin structure for the (0,0HiOstate of(a)
respond to fits of the signals to the theoretical composite line shapﬁ2 and(b) D,. In the case of b} only four sublevels exist, just as in
described in the text. The stick diagram shows the positions of thg,o helium atom. In D however, there are 24 separate spin-
individual resonance components. structure levels, as described in the text. This spin structure leads to

. . the 4- and 24-component stick diagrams in Fig. 4.
states of the helium atofi 3] and result in the same fourfold

splitting of the (0,0hL state. This structure is almost en- eigenstates result, as illustrated for one case in Fig. 5. Elec-
tirely due to the two spin-orbit terms iy, One possible tric dipole selection rules strongly favor transitions between
difference between the spin structure ofahd He is the size  corresponding eigenstates in adjacéntnanifolds, so this
of the exchange energy, , which would be expected to be results in 24 closely spaced transition frequencies instead of
larger for H, since the H' core is larger than the Hecore.  the four seen in Bl The smooth curves in Fig. 4 are fits of
Indeed, fitting the positions of the four well-resolved spinobserved resonances to a superposition of fouy) (br
components of the 1®-10H transition in H leads to the 24(D,) spin components. The component positions relative
conclusion thav/,(10G) =1.12(20) MHz. This is still much to the “spinless” transition frequency are taken from these
smaller than the spin-orbit magnetic structure, so the tota¢alculations, and their relative strengths are taken to be pro-
electron spin quantum number is spoiled just as in the heliunportional to the statistical weight of the lowerstate of the
atom. The same value is assumed for the exchange energyti@nsition. The value of the “spinless” interval that is ex-
D,, while V, is taken to be zero for all levels with>4. tracted from these fits is what we report here as the fine-
In the case of B, the structure is more complicated. Here Structure interval. We consider later the uncertainty intro-
=0 or 2 for theR=0 state, and so there are three possib|€duced into the measurement by this unresolved substructure.

values of the total core spin: For each fine-structure interval, measurements were taken
for both directions of propagation of the rf field with respect
|fC= I+ éc_ to the beam velocity. Table | shows the fitted center frequen-

cies for both Doppler shift directions and their geometric
The hyperfine splittings between these three levels are relanean, which is our best estimate of the transition frequency
tively large, even larger than many of the fine-structure infor stationary moleculegl4]. The uncertainties shown there
tervals to be measured. However, electric dipole selectiomre entirely statistical, resulting from the fit.
rules forbid transitions between states of differént, so In order to estimate the additional uncertainty in the spin-
these intervals do not contribute to the observed resonandess fine-structure interval due to the effects of the unre-
substructure. Wheh . is coupled toN andSg, however, 24  solved spin structure, we used theG-A0H and 1(4-10l
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TABLE |. Fitted values of the Klland D, fine-structure intervals. The errors shown faor, v_, andv,
are purely statistical errors. The rf regions used for each measurement are identified in the notation of Fig. 3.

Interval rf region v, (MHz) v_ (MHz) vy (MHz)
H>
10G-10H D 5188.04434) 5159.86737) 5173.93625)
10H-10i A 1664.89611) 1653.5449) 1659.2107)
101-10K A 632.94%8) 628.6497) 630.7935)
10K-10L A 274.98218) 273.16719) 274.07313)
10L-10M A 130.07315) 129.275%13) 129.67310)
10L-10M A(reversed 130.12815) 129.21912) 129.67310)
9H-9I C 2311.1133 2296.2933) 2303.6923)
91-9K A 867.5186) 861.6216) 864.5644)
9K-9L A 371.9629) 369.4316) 370.6945)
D,
10G-10H D 5334.0811) 5316.8210) 5325.447)
10H-10I B 1691.459) 1683.428) 1687.436)
101-10K A 639.5768) 636.50711) 638.0407)
10K-10L A 273.69811) 272.39211) 273.0448)
10L-10M A 129.74110) 129.1329) 129.4367)
91-9K B 875.38945) 871.13933) 873.26128)
9K-9L A 360.39017) 358.64619) 359.51713)

resonances in K which show well-resolved spin structure, all four rf interaction regions were enclosed in mu-metal
to check the validity of the assumptions used in fitting theshielding to reduce the earth’s magnetic field to less than 20
other resonances. When these resonances were fitted, freéyG. In this experiment, the ambient stray electric fields were
varying the amplitude and position of each of the four com-measured by using high+f transitions in helium as stray-
ponents, they indicated that the relative positions of the foufield meters. These transitions shift rapidly in electric fields,
components were correct to within about 0.1% of the pre-and their zero-field positions have been calculated precisely
dicted spin structure. In addition, the fitted relative ampli-enough15] that they can be considered to be known exactly.
tudes agreed with the assumed statistical weights to withifable Il lists six transitions in helium that were used for the
about 10%. When we simulated compound resonances with

this degree of variation in amplitudes, and fitted these to our TABLE II. Uncertainties and systematic corrections for each
assumed form, the fitted center was altered by about 1% Gheasured interval. All results are in kHz. The values dqy; and

the unresolved linewidth. For example, in Fig. 4, which AE,, are shown to 0.1 kHz precision for clarity, while the net
shows the &-9L resonances for Hand D,, we estimated result is rounded to the nearest kHz.

the unresolved width as 3.5 MHz. We assigned an additionad
uncertainty equal to 1% of this unresolved width to reflectinterval Ot T spin O ref —AEgax  Cortoygy
our uncertainty in the precise underlying structure in the rf

resonances. In the two cases where the spin structure was He

fully resolved, 1@G-10H and 164-10l in H,, we assigned an 0G-104 =25 =10 =03 +1.3204 =27
additional uncertainty equal to 0.1% of the largest spin digi0H-100 =7 *6 +0.6 0.I-0.1 09
placement. These uncertainties,;,, are shown in Table 1l, 10-10K =5 =20 =15 00:00  0+21
along with other systematic uncertainties. For comparisoni®-10L ~ +13 =20 *3.8 —-01+x01  0*25
the purely statistical uncertainties for the line fits,, are ~ 10.-10M =7~ *20 =0 —-04£01  0+21
also shown in Table II. For all except the fully resolved 9H-9! +230 *100 =140  +05x02  0x251
cases,ospi, dominates oveiry, indicating that the primary 91-9K *4 =11 £11 -01+01  0+12
limit in the precision of this measurement is the unresolvedPK-9L *5 *30 *26 —-0.8+02 -1*30
spin structure. D,

Another potentially important systematic effect is the pos-10G-10H =70 =110 =*0.2 +1.4+0.4 1+130
sible presence of stray electric fields, which could Stark-shifttoH-100 =60 =70  +0.9 +15.0:5.0 15-92

the observed resonances from their true positions. Such stragl-10K ~ *7 +40 *1.1 0.0:0.0 0+41
fields, in the range 0—100 mV/cm, have proved to be a periok-10L  *8 +30 +25 -0.2-0.1 0+31
sistent difficulty in similar studies of atomic helium fine 10L-10M +7 +20  *+7.9 —-0.60.2 —1x22
structurg[6]. They are a much less severe problem here since| -9k +28 +60 =*1.8 —-1.9+06 —2+66
the larger fine structure of Hand D, is less sensitive to stray 9gk-gL +13 +35 +1.9 ~03+0.1 0+37

fields. In order to reduce stray fields due to motional fields
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TABLE lll. Stray electric field diagnostic lines.

Label Transition vy (MHz) Shift rate[MHz/(V/Cm)?]
Primary
1 He: 27'F;-27'G, 105.065 —7904
2 He: 27'D,-27'F, 558.643 —1882
3 He: 27°F;-27°G, 106.493 —7602
4 He: 17°F;-17°G, 424,049 —-281.3
5 He: 27'P,-27'D, 4757.09 +1059.7
6 He: 10%Gs-10°H, 491.967 —11.62
Secondary
7 H,: (0,1)2MH4-(0,1)27 196.80022) —956.2
8 D,: (0,2)274-(0,2)2K, 112.6996) —945.3

primary diagnostic transitions in this work, showing their gion is not a completely pure traveling watgther with or
zero-field position and Stark-shift rate. Using these primanjagainst the Rydberg beanbut contains a small component
diagnostics, two secondary transitions, ip &d D,, were  of oppositely traveling wave due to reflections at the output
calibrated, i.e., their zero-field positions were determined byend of the rf region. When the reflection coefficidntis
Stark-shift corrections derived from one of the primary diag-small, its primary effect on the resonance line shape is
nostic lines. These secondary diagnostics were more convéarough interference with the larger traveling wave, leading
nient to use since they did not require a change of ion beam#o a line shape of the form
Once the rms stray electric field was determined from one of
these diagnostic lines, the Stark shift of the resonance under sifm(vy—v)T]
study could be calculated and a correction could be applied V)= [w(v.—v)T]
to the measured line center. The Stark-shift rates of each of
the measured resonances range from 0.3 to 11.0 sifaw(vy —v)T] sif@w(v_—v)T] 4
MHz/(V/cm?). The inferred Stark-shift corrections for each [7(vy—v)T] [m(v_—v)T] @
of the transitions, shown in Tables Il and IV, are generally
very small. where

Another potential systematic error comes from the fact

2
+2 RdT)

that the rf electric field encountered in the rf interaction re- Ji+vic ( Ji-vic
v,=vy| ——=| and v_=ypy) ——|.

TABLE IV. Measured Stark shifts of Hand D, transitions at o Vv1l-vlc ° V1+v/c
average ambient stray electric fields, as determined using the diag-
nostics of Table IlI. The second term, proportional to Rg( can shift the center

of the first term by an amount that dependslarg, vy, and
Estray Shift rate AEgu T. The reflection coefficienk is the reflection from the out-

Interval  Diagnostic no. (mvicm) [MHz/(vicm)?] ~ (MHz) put end of the rf region. If, when the direction of rf propa-

gation is reversed, the reflection coefficient of the other

H, . oy e .
10G- 104 5 365 _101 —0.0013 physical end of the region is |d§nt|cal in amplitude and
104-101 7 6.9 _198 —0.0001 p_hase, the_n the two Ime—cgnter shifts cancel exac_tly. In pre-
vious studieg 6], the physical ends of the rf region were
10-10K ! 6.5 —0.36 0.0000 routinely reversed to ensure that on the average the two ends
10K-10L 3 8.4 +2.05 +0.0001\\hi1d be identical. In this study, estimation of the typical
10L-10M 3 7.6 +10.75 +0.0006  yefiection coefficients of the rf regiorisee Fig. 3 showed
10L-10M 1 4.6 +10.75 +0.0002  that this was not necessary in most cases. Even assuming that
9H-9I 2 34.1 —0.39 —0.0005  the reflection coefficients from the two ends differed by a
91-9K 4 15.7 +0.35 +0.0001  factor of 2 (a very cautious estimate in view of measure-
9K-9L 4 15.9 +2.98 +0.0008  ments of the net reflection from both endsads to a pos-

D, sible line-center shift that is small compared to statistical
10G-10H 5 36.5 —1.03 —0.0014  errors. These calculated possible line shifts are taken to rep-
10H-101 6 86.5 -2.01 —0.0150 resent a one standard deviation uncertainty from this effect,
101-10K 8 8.6 -0.37 0.0000 and are shown in Table Il ag. In the one case that was
10K-10L 8 8.8 +2.08 +0.0002 closest to being significant, the LOLOM interval, this esti-
10L-10M 8 7.2 +10.93 +0.0006 mate indicated a possible shift of 14 kHz. As a check, we
91-9K 6 71.9 +0.36 +0.0019 implemented the physical reversal of the rf region A for this
oK-9L 8 9.6 +3.03 +0.0003 one interval, and found a difference of1@d) kHz between

the results measured with the two different orientations of
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the rf region, as shown in Table I. By directly averaging thewhereE!'! represents thizh order perturbation energy W
results obtained for the two orientations of the rf region, thisand E™ is the relativistic correction to the kinetic energy.
uncertainty was completely eliminated for the H0L-10M  The first term,AE!*), is almost entirely responsible for the
interval. observed fine-structure intervals, with the last three terms
giving only small corrections. We will calculate each of the
ll. DATA ANALYSIS AND RESULTS last three terms and subtract their contributions from the

A direct comparison between measured intervals and thdneéasured value of ea(1:h interval. This will give an experi-
oretical predictions is clouded by the fact that the coefficienfnental estimate o E!Y, from which as may be deter-
of the leading term in the theorys, has not been calculated Mined. BothE!? andE!®! contain, in principle, many differ-
at the level of precision of the measurements. Consequentlnt multipole contributions from the various terms\figy.
we will instead use the measurements to determine a value &oth expressions simplify considerably when applied to a
ag. This analysis is based on the assumption that each meatate withR=0, as is the case here. For example, each tensor
sured interval can be expressed as order inVg; couples to a unique value &' in E?!, leading

to the expressiofin atomic unit$
AE=AEM+AERI+AERI+ AE™, (5) P

E2l((0,0nL,)

-y [{(0,0nLy|[es(p)/2](1Ir*) +[ Co/10—3Bs(p)/2](1/r®)|(v',0)n" L )[?
-~ E(0,0n)—E(v’,0n")

v'.n

>

v ,n'L’

[{(0,0nL {Q(p)(1Ir®) + ar(p)/3(Lr*) + [Ca(p) /7= Br(p)/2+ Ex(p)ITI(1r °)}Pa(cosh)|(v',2)n" L L)
E(0,0n)—E(v",2Nn") '

(6)

A similar expression involving the fourth-order tensors, pro-cal integration over the continuum states. For this report, we
portional toP,(cos#), has been omitted for reasons that will have recalculated all th&!?I’s using the Dalgarno-Lewis
be explained shortly. Each of the terms shown could benethod[16], in which the summation is replaced by the so-
sorted according to matrix element products proportional to dution of a differential equation. This reduces the numerical
given total inverse power af, r ~°. The first term contains uncertainty in the result, and also increases confidence in the
three products witts=8, 10, and 12, while the second con- mutually consistent results. The remaining uncertainty in the
tainss=6, 7, 8, 9, 10, and 12. We find that the contribution calculatedE[?""s comes from the parameters that enter the
of these separate products decreases syiimd so choose to calculation, namely, the values of the matrix elements of the
truncate the expression after terms upste9 have been various core properties between different rovibrational states
included. The omitted sum from fourth-order tensors con-of the core and also the energies of the various rovibrational
tains no terms of this order. In addition, we the limit sum states themselves. Since, as Table V illustrates, the net result
overv’ to »'=0,1,2 only, since the contributions of higher is dominated by the=6, »'=0 contribution, the most criti-
vibrational levels also decrease rapidly. In order to illustratecal parameters are the matrix elementQ{fp) between the
these truncations, Table V shows the calculated contribution®,0) and(0,2) core levels and the energy difference between
to a typical level (0,0)185 separated according tandv’. these two core levels. The matrix elements used,

In our previous reporf5] values ofE'?! were calculated
by an explicit summation over discrete levalsand numeri-

1.6445%a5 for H,"

TABLE V. Contributions toE?((0,0)1MH5), sorted bys and (0.0Q(p)[0.2= 1.60862a for D,",
v'. This illustrates the convergence by which the calculation’s trun-
cation is justified. The total value for this state is 4710 MHz.

were calculated using the adiabatic wave functions for the

° V=0 vt V=2 core iong17], and are expected to be accurate at the level of
6 47.405 —-0.797 0.028 0.2%. This leads to a 0.4% uncertainty in the calculated
7 3.463 0.002 —0.007 El2ls,

8 —2.350 -0.323 0.000 The other critical core property is the excitation energy
9 —0.006 0.000 0.000 between the€0, 0) and (0, 2) core states. Here we have used

values from the literaturgl8,19,
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TABLE VI. Calculated values ofAE!?, AE[®! and AE™ for each measured transition. Tabulated
uncertainties fo\ E?! do notinclude the 0.2% uncertainty in tR€0 Q|02) matrix element, but do include
the estimated convergence error and the 0.2% uncertainty in all other matrix elements. Uncertainties for
AED! are estimated at about 10%. The final column shows the total of these calculated contributions to each
measured interval.

Transition AEP] (MHz) AEBI (MHz) AE™ (MHz) AE® (MHz)
H,
(0,0)16G-H —110.521105 +0.65465) +7.076 —102.791123
(0,0)1H-1 —32.8225) —0.0303) +4.899 —27.9536)
(0.0)10-K —12.0547) —0.0283) +3.593 —8.4918)
(0,0)1K-L —2.5553) +0.0020) +2.747 +0.1943)
(0,0)10.-M —1.0820) —0.0020) +2.169 +1.0850)
(0,0)9H-I +22.09126) —0.0444) +6.720 +28.76726)
(0,0)91-K +4.1167) —0.0253) 4,928 +9.0198)
(0,0)9K-L +3.7844) —0.0081) +3.769 +7.5454)
D,
(0,0)105-H +194.79%178) +0.24224) +7.077 +202.114180
(0,0)1H-1 +45.28125) —0.15916) +4.900 +50.02230)
(0,0)10-K +14.2225) —0.0455) +3.593 +17.77Q7)
(0,0)1K-L +4.5802) —0.0131) +2.747 +7.3142)
(0,0)10.-M +2.521(1) —0.0041) +2.170 +4.6872)
(0,0)91-K +38.41633) —0.23524) +4.929 +43.11447)
(0,0)K-L +3.04435) +0.35335) +3.769 +7.16649)
174.238 cm?! for H,* calculation, this was the dominant source of error. By includ-

E(0,2—-E(0,0= ing thes=9 terms here, however, the uncertainty due to the
truncation, which we estimate by half the smallest term, is
eatly reduced. The total calculated values\&'?! for all

e transitions involved in this study are shown in Table VI.

88.050 cm?! for D,".

These values are probably accurate to better than O.OJt
cm L. In the one case where similar values have been teste : .
by a precise experiment, i@, 1)-(0, 3) rotational interval in e uncertainty shown there does not include the 0.4% un-
H," was confirmed to an accuracy of 0.002 ¢ni3]. Even certainty in th_e Iea_\dlng terrs=6, v= 0)_, but does include a
if we assume an uncertainty of 0.010 chn however, the 0.4% uncertainty in all other contributions and also the trun-
resulting uncertainty in the calculat&d?’’s is negligible in ~ cation error.
comparison with the uncertainty from the quadrupole matrix N view of the improved precision ], we were con-
element. cerned thaE®! might contribute at a level comparable to the
Another type of uncertainty in the calculatEt?’s arises  uncertainty inE'?l. With this in mind, we calculated the
from the truncation of the multipole series. In our previousleading terms irEl®!, which haves=9 and 10, and result
report[5], where only terms up te=8 were included in the from the expression

((0,0nL |V|(v',R)N'L" (v, R)N'L" [V|(¥,R")n"L" W (", R")n"L" |V|(0,0)nL, )
[E(0,0n)—E(v',R",n")][E(0,0n)—E(v",R",n")]

ERI(0,0nL)= X
v R")n" L'
V”,R”,n”,l_”
((0,0nL [V[(»',R")n"L" Y} (»',R")n"L’ |V|(0,0)nL.)
[E(0,0n)—E(»',R",n")]? '

—((0,0nL [V|(0,0nL) X

v/ ,R",n’ L’

)

where, for present purposes, where each term represents the pat¥gf proportional toQ,
B at, andag.
V=Vot Ve, + Ve As in the case oE!?], the sums oven’ andn” can be
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TABLE VII. Values of AE*], inferred from measurements and TABLE VIII. Best-fit parameters resulting from fits afE[*!.
calculated higher-order terms. Column 3 shows the values inferred
from this study, while column 2 shows the less precise values re- H, D,
ported previously. Column 4 shows the values returned with the

best-it values of the parametes, B, B;, andBg, as described B4 —1.583987) —1.5359327)
in the text. Be 7.87743 7.421(86)
B, -18.8027) —17.4858)
Interval AEM [5] AEM (this work  AEM (fit) Bo 0.005214) 0.002959)
X 3.84 2.60

Ha Degrees of freedom 4 3
10G-10H 5276.728126) 5276.731
10H-10 1687.41.4) 1687.16311) 1687.162
10-10K 639.31(18)  639.2822) 639.297 n andL, with appropriate reduced mass corrections, and all
10K-100 273.83(4)  273.8725) 273.854 terms are expressed in a.u. In this fit, the coeffici@tsBg,
10L-10M 128.58821) 128.599 and B, vary freely for each ion. Only the errors shown in
9H-9I 2274.928252 2274.982 Table VIl are considered in the fit. The resulting fit matches
91-9K 855.4922)  855.54%14) 855.550 the data to within these statistical errors for thereasure-
9K-9L 363.124)  363.14830) 363.106 ments(y?= 2.8 for four degrees of freedgrand very nearly

D, so for the H measurement$y?=16.4 for five degrees of
10G-10H 5123.327222) 5123.330 freedonm). Examination of the fit residuals, however, shows
10H-10I 1637.81.3 1637.428397) 1637.396 that they are not random, but can be significantly reduced by
101-10K 620.1917) 620.27042) 620.298 a small adjustment in the size of the leading contribution to
10K-10L 265.768)  265.73031) 265.698 AE!], This, of course, would be the effect of adjusting the
10L-10M 124.74822) 124.763 size of the(0,0Q|0,2) matrix element. Since the degree of
91-9K 830.2522) 830.14979) 830.175 adjustment required for the best fit of the data is comparable
9K-9L 352.2%8) 352.35161) 352.309 to our estimated uncertainty in these matrix elements, we

choose to let the fit determine the best values. This is equiva-

. . . _ . __lent to expanding the fit of thAE[*! values shown in Table
replaced by solutions of a differential equation, and this "®V/|I to include an additional term:

duces the expression to a simple radial integral for each
choice of operators and of ,L",»",L". The result does in-

d?ze]d turn out to be compar'ak'JIe to the quoted'uncer]ta.unty in AEM=B,A(r =4 +BgA(r &)+ B,A(r 7
El?], and therefore not negligible. The uncertaintygti! is
taken to be 10% of the result, since terms wath11 have —BoAEP(s=6, v =0).

not been calculated. The calculated values\&!®! for all
the transitions of this study are also shown in Table VI.

The relativistic corrections to the fine-structure intervalsThis expanded fit gives an excellent fit of all the data for
are due to thg* term in the kinetic energy, and have beenboth isotopes. The fitted values &E!*] are shown for com-
given elsewher¢l]. The appropriate corrections for the fi- parison in Table VII, and the best-fit parameters are summa-
nite mass of the ions have been discussed recdafly. rized in Table VIII. The rms relative deviation of the fitted
Table VI shows the calculated contribution 4E™ for the ~ AE[')'s is less than 0.01% for both isotopes, as illustrated in
transitions of this study. The sum of these three contribution3able VII.
represents the total calculated contribution to each transition, The fitted values 0Bq indicate that the adiabatic calcu-
and is also shown in Table VI. lations of the(0,0Q|0,2 matrix elemen{17] overestimate

Using the values oAE!?], AE[®] andAE™ from Table the matrix element by 0.28)% in H,™ and 0.1%530)% in
VI, the measured fine-structure intervals from Table I, cor-D,*. Although nonadiabatic calculations of these matrix el-
rected as indicated in Table Il, can be used to infer experiements have not yet been reported, the required correction to
mental estimates oAE!Y). The results are shown in Table the adiabatic matrix element in,His only about a factor of
VII, along with the estimates reported previou$ly]. The 2 larger than the correction reported for @9 a5 00) ma-
uncertainties quoted for the new estimates\@' ! include  trix element 21]. The fitted coefficient8 are in reasonable
only the statistical errors from Table | and the errors inagreement with those calculated recently by Taylor, Dal-
AE® from Table VI, but of course still exclude the uncer- garno, and Babb (}7.77,0,7.24) [21]. The coefficients8,
tainty due to thg00/Q|02) matrix element. give our best estimates of the ion polarizabilities:

In order to extract the best values®{, we fit all the data
to the form

ag(H,7(0,0)=3.167 9615)a3;

AEM=B,A(r % +BgA{r & +B,A(r 7y,
where the radial expectation values are standard functions of as(D,"(0,0)=3.0718754)as.
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TABLE IX. Comparison between measured and calculated val- 3174
ues of ground-state scalar polarizabilities of Hand D,*. All re-
sults in units ofa3. 3.473 /
as(H,"(0,0)  as(D;"(0,0) &3 1721 Adiabatic Theory
©
Experiment 5 3471 1
Jacobsoret al. [5] 3.168 17) 3.07127) § 3.170 4 Non-Adiabatic Theory
This report 3.167 9@5) 3.0718754) ‘57,.
Theory (adiabati¢ 3.169 _
Jacobsoret al.[5] 3.1730 3.0739 ]
Theory (nonadiabatic 3.168 { Experiment [5] f 8 This Report
Bhatia and Drachmaj27] 3.1680 3.0671 3167
Shertzer and Greerj@8] 3.168 24) 3.07144)
Taylor and Bab{21] 3.168 725 61) 3.071988 72) FIG. 6. Comparison of calculated and measured values of the
Moss[29] 3.168 726 3.071 989 polarizability of H,7(0,0). The horizontal lines show the adiabatic

and more recent nonadiabatic calculations, as shown in Table IX.
The points show the result of the prelimindf] and present ver-
sions of this experiment.

The smaller uncertainty for the M result is due to a com-
bination of factors. First, the statistical errors are smaller folcg|cylation. Specifically, the comparison between our mea-
H," due to better S/N ratio and simpler spin structure. SecCgrements and the calculation of REZ1] gives

ondly, the pattern of measurements gives tighter determina-
tion of the(00Q|02) matrix element for H" because of the

+
change in sign oAE!?/(s=6,v"=0) between th@=9 and aslfz’) _ 1—0.000 24247),

10 intervals for that isotope. Tna

In relatingB, and ag, we use the simple correspondence
ag(D,")

_ ———=1-0.000039176).

B — aS TNA

v2

There are a number of effects, so far omitted from all the
instead of the equation used in our earlier report, calculations, that could possibly affect the result at this level.
Among these are relativistic, radiative, and retardation cor-
rections. However, if the nonadiabatic calculation has elimi-

(—as) Me : , )

where e=———— . nated discrepancies of relative order,/My, then one
2My+mg would expect each of these omitted terms to contribute ap-
proximately equally to both isotopes. This is not ruled out by
the experimental results, which are consistent with their
weighted average,

Bs=(1+¢)?

We had argue@22] that the factor (% €)2, which occurs in
the derivation of the polarization potential, should not be,
included in the definition ofrg, and that therefore the coef-
ficient B, should be written with this factor shown explicitly.
However, in the meantime, several sources have pointed out
that precisely this factor occurs in any derivation of the en-
ergy shift of the H* ion in an electric field, and so it is
naturally included in the definition akg [23]. Perhaps by coincidence, this is about the level at which these
Table IX compares the measured values of the polarizemitted terms enter into calculations of the polarizability of
abilities with theory. Prior to our initial repof&], the only  the He™ ion. In that case, the nonrelativistic result can be
existing calculations used the adiabatic approximationcalculated analytically, and is equal & [24]. Relativistic
which is likely to be in error at the level oh,/My, about corrections reduce this by 0.022%5]. There are additional
0.1% for H,*. The initial report was sufficiently precise to corrections to the energy of helium Rydberg states due to
indicate the need for improved calculations. This is illus-retardation and radiative corrections which are proportional
trated for the case of 41 in Fig. 6. Since that time, a number to (r ~%) and which are therefore effectively corrections to
of new calculations have appeared that do not make the adighe polarizability [26]. The retardation corrections are
batic approximation. The results of these “nonadiabatic” equivalent to a further reduction of 0.010%, while the radia-
calculations are summarized in Table IX. The most preciseive corrections lead to an increase-60.003%. While there
of these new calculations, that of Taylor, Dalgarno, andmay be semantic questions as to which of these ought to be
Babb[21], is also illustrated in Fig. 6. The value of, re- included in the definition of the §i polarizability, all of
ported here for H" is sufficiently precise to reveal a clear them would clearly be included in the experimental result
discrepancy with this calculation. The less precise result requoted above. Further theoretical study will be required to
ported for " is in satisfactory agreement with the same estimate the size of these additional corrections fgt bind

ag
—— =1-0.00022845).

Isotope average

TNA
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D,*. They may well account for the discrepancy betweenments would be especially helpful in the case of Where
this measurement and the most recent theoretical predictionthe weak variation i\ E[?/(s=6,v’ =0) betweem=9 and

For the present, we conclude that the measured polariztQ is an important limitation on the present measurement.
abilities agree witha priori nonadiabatic calculations at the
level of 0.02%, but the experiment, especially therkisult,
indicates additional contributions at about this level. Clear
confirmation of any such additional contributions would re-
quire improved measurements. Some significant improve- We acknowledge the assistance of Daniel Fisher and
ment with the present technique should be possibléaby Charles Fehrenbach in constructing portions of the apparatus
improved treatment of the unresolved spin structure, @nhd used for these measurements. This work was supported by
widening the data pattern to include= 11 states as a further the National Science Foundation through Grant No. PHY97-
check on the criticaE!?! contributions. Then=11 measure- 31618.
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